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Abstract

To fully investigate a text collection, one
may have to train a big number of topic
models in search of a good one. In this ar-
ticle we are dealing with the problem of the
effective and complete finding of topics in a
collection of text documents. We propose
to conduct the experiment in such a way,
so as to gradually accumulate good topics
during multiple model training. We show,
that using topic interpretability estimation
measures, non-random topic model initial-
ization and regularization it is possible to
speed up the process of making a complete
set of topics.

Key words: topic modeling, topic, topic in-
terpretability, topic quality measures, topic coher-
ence, topic purity, instability of topic models, full
set of topics, initialization of topic model, regu-
larization topic models, text analysis, BigARTM,
CDC, Arora.

1 Introduction

Topic modeling — is an automatic way to analyze
text document collections, which aims at finding
topics, which are covered in the collection of text
documents. Thus, topics are hidden. Moreover,
the very concept of a topic can be defined in dif-
ferent ways depending on the task at hand. In
statistical topic modeling, each topic is considered
as a probability distribution over all words in vo-
cabulary. Nowadays topic modeling is used in var-
ious fields, for example, in document categoriza-
tion (Rubin et al., 2012), exploratory search (Ian-
ina et al., 2017), social network analysis (Varshney
et al., 2014).

The ideas and hypotheses adopted in topic mod-
eling ultimately allow to reduce the original prob-
lem of finding topics in documents to the matrix
decomposition problem, which is solved by an it-
erative algorithm. However the matrix decomposi-
tion problem is incorrectly posed : it has infinitely
many solutions.

The result of the iterative algorithm depends on
the initialization of the model, so the solution is
also unstable (Steyvers and Griffiths, 2007). Some
topics may be similar for many topic models with
different initializations, some require certain ini-
tialization of topic model, and some topics may
be uninterpretable (Ianina et al., 2017). Many re-
searchers are working on evaluation of topic model
stability (De Waal and Barnard, 2008; Koltcov
et al., 2014; Greene et al., 2014).

So the question is, if there is a complete set of in-
terpretable topics for the text collection. And how
to find such topics set if exists. In (Balagopalan,
2012) the authors propose training several topic
models with different initializations, and then clus-
tering topics of all models to merge similar ones.
And the centers of the resulting topic clusters may
be chosen as initial approximation of topics of topic
model to be trained. It is hypothesized that the
size of topic cluster (that is, how often the topic
was found by different topic models) is the larger,
the more often the topic is covered in documents
of the collection.

In work (Koltcov et al., 2016) the attention is
drawn to the fact that words that are often found
close to each other in text should relate to simi-
lar topics. This assumption is consistent with the
hypothesis of topic segment structure of natural
language text, according to which the words of the
topics are distributed throughout the text not by
chance, mixed with the words of other topics, but
by groups, segments (Alekseev et al., 2018).

In (Vorontsov and Potapenko, 2015) the au-
thors propose an approach to train topic models,
called Additive Regularization of Topic Models —
ARTM — which flexibility allows to implement in
topic models various properties: regularizers allow
to reduce the possible set of solutions of the matrix
decomposition problem to those solutions that sat-
isfy certain conditions. For example, with the help
of regularizers, one can want a model to have topics
that differ from one another, or that each topic has
only a small number of its most probable words, or,
conversely, so that some topics have as many words
as possible — so called background topics, contain-
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ing words of general vocabulary. Regularization is
used to obtain a solution with desired properties,
and may also help to increase the stability of model
topics.

The following questions are addressed in this pa-
per:

• How many models required to find a complete
set of topics?

• How to minimize the number of required mod-
els?

• How to select good topics automatically from
each model?

2 Topic Bank

As already noted, due to instability and incom-
pleteness of topic models, such task as researching
data, searching for topics in a collection of docu-
ments, can take a lot of time: in addition to step
of preprocessing data for models to work (which
cannot be avoided), one have to train several topic
models, select parameters, evaluating the quality
of final topics. Once a decent model is obtained,
even then it is not guaranteed that its topics form
a complete set.

Ideally, one wishes to train just one model with
all its topics being good and different and which fits
the data. Unfortunately, this is not yet possible.
However, it is possible at least partially to speed
up, make more efficient and organized the process
of collecting good topics.

For more convenient work with topics of models
it is suggested to use topic bank : good topics grad-
ually accumulate in the bank, until together they
form a complete set of topics. The main purpose
of topic bank is minimizing the number of models
that need to be trained to obtain a complete set of
topics.

Let us explain what is meant by the term com-
plete set of topics. Not in the form of definition,
but rather in the form of properties, which are ex-
pected from complete set of topics. Topics from
complete set

• collectively comprise such matrix decomposi-
tion that maximizes the likelihood of the topic
model (that is, together topics make up a com-
plete model that describes the data well)

• are interpretable

• are diverse

In this paper, a linear relationship between the
topics of the complete set is allowed. So the diver-
sification requirement may not be partially imple-
mented. Maintaining a complete set in a linearly
independent state seems to be the topic of separate
research studies.

Even if model training process is managed to be
built so that the result models are good, due to the
incompleteness of topic models one still need many
model training iterations and a selection of good
topics from each model to make a complete set.
Some of model topics can be uninterpretable. Fur-
thermore, topics vary from model to model (both
good and bad). In this work the assumption is
made that by multiple model training it is possi-
ble to obtain a complete set of good topics, where
complete set definition is given above.

Topic bank is like a wrapper over topic model-
ing, which allows to reduce the number of trained
models to build a complete set of topics.

Gradual selection of topics can also help in the
task of determining the number of topics in the col-
lection: when one can no longer add a good topic
in the bank with increasing the overall topic set
likelihood. Even if the topic is good, but is a du-
plicate of a good topic in the bank, then adding it
to the topic bank will not increase its likelihood (or
more precisely likelihood of the model which topics
are exactly those stored in the bank). Thus, topic
bank can help both in finding good topics and in
determining their number.

Also it is proposed to apply initialization and
regularization of topic models to further optimize
the number of training stages. Ideally, the correct
initialization and regularization should help train
a model which topics comprise a complete set.

Initialization of models, increasing the quality of
final topics

Since model instability is caused by random ini-
tialization, one of the ways to increase stability is
to make initialization meaningful, that is to choose
an initial approximation for the model better than
random one.

For example, in the works (Arora et al., 2012a,b)
the authors introduce the concept of anchor words:
words that can be used to immediately decide
whether document belongs to some particular topic
or not, that is, anchor words belong to only one
topic. The requirement of topics having anchor
words imposes additional restrictions on the matrix
decomposition problem. However, it was shown
(Arora et al., 2013) that the task of finding an-
chor words is easier than the matrix decomposi-
tion problem. The anchor words allow to achieve a
local minimum of the topic modeling optimization
problem in just a few iterations.

It is worth noticing that that not all topics can
have anchor words: a single word may not be
enough to define a topic, especially when it comes
to topics with a large number of general vocab-
ulary words or parent and child topics. To use
such a model as the initialization matrix Φ seems
to make sense, because such matrices will contain
at least part of the desired structure, information
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about the topics of the collection. It is also worth
noting that the definition of an anchor word can be
approached in different ways. So, one can assume
that each topic can have only one anchor word or
that there can be several of them for each topic.

In the work (Dobrynin et al., 2004) authors offer
a different approach. The concept of context of a
word is introduced, as words that are often found
together with a given word not far from each other
in text. Such a concept is based on the follow-
ing hypothesis: words that most accurately char-
acterize a topic are usually found together in text,
their relative positions are not random. This allows
one to search for the initial approximation of Φ as
follows: split the documents of the original col-
lection D into segments (for example, paragraphs
or sentences). Estimate the probabilities of joint
close encounters p(w1 | w2) in the text for all pairs
of words, select among all words those that occur
quite often together with only a small number of
other words and to cluster the probability vectors
of joint encounters of such words. If each topic
is represented in the text by segments, then as a
result of clustering the selected words should be
combined into one cluster — the topic. And the
center of this cluster can approximate the topic as
a column in matrix Φ.

3 Topic Modeling

Topic model can be represented as

p(w | d) =
∑
t

p(w | t)p(t | d) =
∑
t

φwtθtd

A topic in topic modeling can be thought of as
a distribution on a set of words p(w | t), w ∈ W .
Moreover, each topic is also characterized by its
distribution on a set of documents: p(t | d), d ∈ D.

So each trained topic model can be described
using distributions Φ and Θ:

Φ ≡ (φ(w | t))W×T ≡ (φwt)W×T

Θ ≡ (θ(t | d))T×D ≡ (θtd)T×D

The matrices Φ and Θ stochastic: their columns
are non-negative, representing discrete distribu-
tions. They are found together by solving the ma-
trix decomposition problem of the known matrix
of word frequencies in documents.

There are different kinds of topic models. One
of the very first, and at the same time one of the
simplest and most understandable — the PLSA
(Hoffman, 1999) model — maximizes the likelihood
of the collection (more precisely, the log likelihood
ln p(Φ,Θ))

L(Φ,Θ) ≡
∑
d∈D

∑
w∈Wd

nwd log
∑
t

φwtθtd → max
Φ,Θ

The point of local extremum of the formulated
problem satisfies a system of equations that can
be solved by iterative methods, updating Φ and
Θ (Vorontsov et al., 2015) at each iteration. In
this case, one need to initialize the matrix Φ — so
the method of successful initialization is a separate
issue.

In the optimized function one can include mem-
bers that make the result topics satisfy some ad-
ditional requirements. For example, one can re-
quire the model to have its topics very different
from each other, or so that the words are dis-
tributed unevenly in the topics (making the most
frequent words of the topic stand out more against
the background words). The additive regulariza-
tion approach for topic models (Vorontsov and
Potapenko, 2014; Vorontsov et al., 2015; Vorontsov
and Potapenko, 2015) implements the described
idea — imposing additional restrictions on the re-
sulting models by introducing additional regular-
ization terms with non-negative weights τi into the
optimized functional:

L(Φ,Θ) +

n∑
i=1

τiRi(Φ,Θ)→ max
Φ,Θ

4 Methods of Evaluation Topic and
Model Quality

As an intrinsic way to evaluate the quality of the
model as a whole, one can use perplexity, which
is closely connected with likelihood of the model
L(Φ,Θ)

Perplexity = e−L(Φ,Θ)

The higher the likelihood of the model, the lower
the perplexity, and vice versa.

Let us introduce some of the methods to evaluate
the quality of individual topics.

Purity — a possible ways to evaluate the quality
of a topic based on the information in Φ matrix
(Vorontsov and Potapenko, 2015).

Purity(t | threshold) =
∑

w∈Wt

p(w | t)

Where Wt = {w ∈ W | p(t | w) > threshold} —
topic kernel.

In the works (Newman et al., 2010; Mimno et al.,
2011; Lau et al., 2014) authors proposed a method
for evaluating the quality of topics called coher-
ence: when the decision about quality of a topic is
made on the basis of how often word pairs of topic
most common words appear close to each other in
text (compared with the number of times when one
and the other word is found in the text, but not
necessarily close to each other). The mathemat-
ical expression for the introduced concept is the
following:

coh(D,W,φt | k) = Average
wi,wj∈ k top words

p(wi, wj)

p(wi)p(wj)
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where p(wi, wj), p(wi) — probabilities of meeting
the word wi or two words together wi, wj in a win-
dow of some size in the text. Probabilities are esti-
mated using known word frequencies in documents.
In general, coherence — is an attempt to automate
the human way of assessing the quality of a topic.
Authors proved that it correlates well with human
judgements about topic quality.

In (Alekseev et al., 2018) the authors proposed
an approach to quality evaluation of topics called
intra-text coherence. When assessing the quality of
the topic, distribution of words in the overall collec-
tion is taken into account, not only most probable
words of the topic. The idea of such an approach
is based on the hypothesis of the segment struc-
ture of natural language text: when topics are pre-
sented in the text as segments, rather than words
arranged randomly.

The method of assessing the quality of topics ex-
clusively by a small number of the most frequent
words of the topic (top words) has an attractive
side: for example, the speed of counting (although
one still have to view the entire text of the collec-
tion). The minus of the top-word approach is that
reducing the topic to only a small number of words
leads to the fact that a large amount of informa-
tion about the topic is not used in assessing the
quality. The differences in approaches between co-
herences are discussed in more detail in (Alekseev
et al., 2018).

5 Experiments

5.1 On Model Data

The idea is to check if it is possible to restore all
original topics of the dataset using multiple model
training.

Synthetic dataset. Model training
Dataset is created in such a way: 10 topics, each

with 10 words with equal probabilities. There are
no common words for topics (which with nonzero
probabilities refer to several topics). 100 docu-
ments are created for each topic (the main topic
with a probability of 0.8 and several other topics).
On each run, a topic model with 5 topics is trained
over 10 iterations with some initialization of the
word probability matrix in topics.

Results
A topic was considered to be found by a model

if 7 out of 10 top words and the first 2 top words of
this topic are correct. The word order in the topic
was not taken into account, because the words in
the original synthetic topics were equally probable.

At the end of 24th model training, all original
topics were found (in the sence given above).

Moreover, the topics were found at different fre-
quencies: one topic was found by 22 models, sev-
eral topics were found only by 1 model. On aver-
age, one topic was found by 6 models. Out of the 5

topics of each model, on average 2 of them turned
out to be good.

5.2 On Real Data

Here, the main question under concern is whether
it is possible to speed up the process of collecting
complete set of topics using topic bank.

Dataset
Dataset which is used in the experiment — a col-

lection of popular science articles “PostNauka”1 (in
Russian): 3446 documents, several dozens of top-
ics (exactly 19). The number of topics is approxi-
mately known, because the articles are divided into
sections. Topics have different number of articles.

Experiment
Initially, topic bank is empty. On the described

dataset, topic models are trained. The model is ini-
tialized (either all topics are initialized randomly,
or the initial approximation for half of the topics is
found using Arora or CDC methods). Each model
is trained during 20 iterations. There are 100 top-
ics in each model. Likelihood, and all topic quality
measures are calculated. Next among the topics
of the trained model those ones are chosen, whose
quality is not less than the 90 percentile among
the qualities of all the topics of the model. Se-
lected topics are considered as good. Then among
the selected good topics new ones are found, that
is those to which there are no close topics in the
bank yet. The distance between the topics was
calculated according to the Jacquard measure, and
during the comparison only words with probability
more than uniform p(w | t) > 1

W were taken into
account. The threshold was set equal to 0.5: if the
distance between model topic and the nearest topic
in the bank is not less than the threshold, then the
topic is considered new. All new good topics are
added to the bank.

This was the process of selecting good topics in
order to create a complete topic set.

Results
The results of the experiment are presented on

figures 1a, 1b, 1c, 2a, 2b, 2c.
Let us explain plot identificators on figures 1a,

1b. Name plain bank means the set of topics stored
in topic bank when there is no regularization and
initialization is random during the training pro-
cess, one model means the average value of per-
plexity for range of trained models with no regular-
ization and with random initialization, reg Decorr
represents the bank state if trained models are also
regularized with with topic decorrelation regular-
izer, reg Complex represents bank creation with
two regularizers while training: decorrelation and
smoothness of topics, init Arora means that in-
stead of random initialization Arora algorithm is
used to initialize half of the topics in each trained

1postnauka.ru

https://postnauka.ru
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model, init CDC means initialization of half of
each model’s topics using CDC algorithm. So,
looking at the plots 1a, 1b one can see that auto-
matic topic quality evaluation together with proper
regularization can boost the process of finding the
complete topic set: making topic bank with reg-
ularization allowed to get better overall likelihood
compared to complete set collected without regu-
larization. And the value of likelihood converged
faster: it took fewer models to get better result.

Looking at 1b, 1c, one can deduce, that using
multiple model training with good topics selection
it is possible to determine an approximate number
of topics in text collection. When perplexity sta-
bilizes 1b it means that no more new topics can be
found. So the training process can be stopped at
that point. Using the number of models at stop-
ping point on 1b one can see what number of top-
ics corresponds to this number on 1c: this is the
approximate number of topics in the complete set.
Thus, the number of topics appeared to be in range
[50, 150]. This is not an accurate estimate, but in
order of magnitude, the value coincides with the
number of topics in the dataset 19.

Plots 2a, 2b, 2c show that topics in the complete
set actually do have better values of top-tokens and
intra-text coherence compared to topics in trained
models.

6 Conclusion

The work explored how to improve the quality of
topic models using multiple model training. It is
shown that methods for evaluating the quality of
topics help to create a complete set of topics whose
likelihood is comparable, albeit less, to the likeli-
hood of an ordinary model. It is also shown that
the use of regularizers in training process helps to
reduce the number of trained models compared to
training without regularizers.

Finding complete set of topics also helps to de-
termine the approximate number of topics in text
collection.

The question still remains how to build a model
in which all the topics are good, different, and more
good topics can no longer be found. There is no
ready-made recipe yet, and this is a topic for fur-
ther research.
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