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AnHOTaMs

Pedepuposanue Tekcrobix qokyMenTos (Multi-document Summarization) — o/1-
Ha u3 KJIo4UeBbIxX 33729 B NLP. BoabmmuucTBO mccenoBanuit HaleaeHbl Ha MOJTHO-
CTBIO aBTOMaTHIecKoe pedeprupoBaHme 3aaHHON MOJI00PKU JTOKYMEHTOB. Tem He
MeHee, Ha MpaKTUKe COo3JaHue pedepara BBICOKOTO KAYECTBA €/IBA JIM BO3MOYXKHO
0e3 ydJacTusl JejI0BeKa, KOTOPBII MMeeT COOCTBEHHBIE aBTOPCKHUE MPEICTABJICHUS O
[eJIAX, NPUOPUTETaX U clieHapuu pedepara. DTa MHPOPMAIdsl OTCYyTCTBYET B HC-
XO,ZLHOP)I HOIL60pKe JAOKYMEHTOB U IIOTOMY IIPpUHIUIINAJIBHO HE MOXKET 6I)ITB ydareHa
AJITOPUTMaMU ABTOMATHIECKOIO peddepupOBaHus.

B sroit curyanuu aBTopy Hy2KEH He aJrOpUTM, KOTOPBIH Hamuier pedepar moJ-
HOCTBIO 38 HET'O, & CUCTEMA TOJICKA30K, IPEeJIaraoias IocaeI0BaTeIbHOCTD IIUTHPO-
BaHUsI JOKYMEHTOB W BapUaHTHI IIPOJIOJIXKEHHUsT TeKcTa (pasa 3a dpaszoit. HemoBek
peraeT TBOpPYECKHUE 3aJlaqM, OIPEIe/isisi CTPYKTYPy HAappaTHBa M OCTABASCH IJIaB-
HBIM €Ir'o aBTOPOM. MaLHI/IHa penraeT BClioMoraTeJIbHbIe PYTUHHBIE I/IH(bOpMaL[I/IOHHO—
ITONCKOBBIE 3aJadM, COKpalllasg 3aTPaTbl BPEMEHH dYeJIOBeKa. lakas THOpuIHAs
IeJIOBEKO-MAaIlTMHHAST TEXHOJIOTUsI HA3bIBAETCsT AaBTOMATU3UPOBAHHON aBTOPCKOM CyM-
mapu3sanueii Tekcros (Machine Aided Human Summarization).

Jli1st TocTpoeHusT TaKON THOPHUIHON TEXHOJIOIMU B JTaHHON paboTe mpejiaraercst
kongeiiep (pipeline) 3aza4 MamuaHOrO 06y4eHusi. JIBe OCHOBHBIE 3a/1a41 — DAHIKU-
poBaHUe JIOKYMEHTOB IMOADOPKN B IOPSIIKE NUTUPOBAHUsI W PaHKUpoBaHUe ¢dpas
0 3aJlaHHOM JIOKYMEHTe B IOpsijiKe pejieBaHTHOCTH. lIpejaraercst moJib30BaTe /b=
ckuii narepdeiic s Hamucanus pedepara ¢ cydiepamu (prompters), OCHOBAHHBIIT
Ha 3THUX ABYX 3ajadax. Jmst oOydeHUs aJropuTMOB PAaHKUPOBAHUS MIPEIIaraeTcs
CTPOUTDH OOYIAIONIYIO0 BIOOPKY M3 TEKCTOB HAyYHBIX CTATEi.

B ka0l cTaThe UMEEeTCsl CIIUCOK JInTeparypbl (references), KOToOpblIii siBJIsieTCst
HEYITOPSIIOYeHHON TOI00PKO# TOKYMEHTOB, U 0030pHasl YaCTh TEKCTa, KOTOPasi CyM-
Mapu3upyer 3T JOKyMeHThI. [yt dpopMupoBanmsi Takoil BIOOPDKU KOHBeiiep ObLI
JIOITOJTHEH BCIIOMOTATEIbHBIMU 33 adaMU MAIUHHOTO 0b0ydenus. K HUM OTHOCATCH:
BBIJEJIEHNE CIHCKa cTareil 6bubimorpadun, BblIe/leHHe BHYTPUTEKCTOBBIX OHOJINO-
rpaduIecKux CChLIOK, UX CBI3bIBAHUE C ITyHKTaMmu Oubanorpaduu, Bblaeenne 06-
30PHOI 9aCTH M3 TEKCTa CTATHU.

Cy®daépos MoXKeT ObITH MHOIO, W KAXKJIBI UX HUX CJIYKUT JIJIsl PAHXKUPOBAHUSI
dpa3, OTHOCAIIXC K OIPEeIeIEHHOMY ACIIEKTy cTaTbu. B mamHoil pabore 1m01006HO
paccMmaTrpuBaeTcsi CydJEp, KOTOPBIi MOJICKA3BIBAELT, KAK HA JAHHYIO CTATHIO OOBITHO
CChLIAIOTCA U3 JApyrux crareil. Apyrue cydaépbl 0OydatoTcs BBIAEIEHUIO Pa3JInY-
HBIX aCIIEeKTOB N3 TEKCTOB HayYHBIX cTaTei: IeJib U IMMO3UIMUOHUPOBaHUE HUCCJIEI0BaA-
HUsA, TEOPUH, MATEPUAJIbl U METOIbI, TATACETHI, PE3yIbTaThl, BEIBOILI. st 00y aenms
KaXKJIOro TAKOro cyJépa CTaBUTCS OTJE/bHAsT 3ajada MAIIUHHOTO OOyUYEHUS JIJIst
BBIJEIEHNsT U3 TEKCTa HAYIHOU cTarbu (ppa3, HanboJiee peieBAHTHBIX BBIIE/ISIEMOMY
ACIIEKTY.

B skcniepumenTaibHOM 9acTH PAOOTHI UCCIEIYIOTCA OT/Ie/IbHbIE KOHCTPYKTUBHbBIE
010K KOHBelepa, OIUCHIBAIOTCA METOINKHN (POPMUPOBAHUSI JTaHHBIX, CDABHUBAIOTCS
pasimuHble MeTo bl [1petaraeTcss obIIast METOINKA, OIEHNBAHNISA KateCTBa THOPU/I-
HOIl TeXHOJIOTUN CyMMAapU3allui, He TpeOyIoIas Hi 9KCIIEPTHBIX OIEHOK, HU IIPOTO-
KOJIMPOBAHUsT B3aMMOJEHCTBHUSI MIOJIb30BaTeell ¢ cucTeMolt B Ipoliecce pedepupo-
Banusd. JJis1 mpejiaraeMbIX METOIOB PE3y/IbTAThl CPABHEHUST IIPEBOCXOIAT TEKY TN
yposenb state-of-the-art.



1 Introduction

The published papers of the scientists double approximately every nine years according
to the statistics [8]. So, this is the reason why scientists and experts have to spend a lot of
time reading scientific publications and writing reviews. Therefore they become get with
textual information. Sometimes a researcher does not need to go into details and read
the entire paper. Hence, a brief summary of the work may help to grasp the relevance of
the work. (Should he use (read) it or not?) As compared to the abstract part the brief
summary highlights not only the main points according to the author’s opinion but also
an impact of this paper on scientific community.

A great deal of cognitive effort is required to accomplish a summary: different
fragments of a text are to be selected, reformulated and assembled according to their
relevance. The coherence of the information included in the summary is to be taken into
account as well. [60]

Is artificial intelligence able to shorten this time? In this case the text summarization
task occurs.

Definition 1.1. Automatic Text Summarization is an automatic procedure of writing a
concise text from the whole one while establishing the important points. Moreover, the
final summary should be a coherent text. [60]

1.1 Motivation

Frequently, a research group has to solve the task of collecting scientific papers or
conducting a survey. The examples of situations where this problem may occur:

e to research novel area of knowledge;

to write the grant request/technical report;
e to write an overview of thesis or paper;
e to prepare content for an educational course.

To make a review on plenty of papers the problem of multi-document summarization
has to be identified.

Definition 1.2. Multi-document summarization is an automatic procedure for creating
a summary which contains the key information from all these documents [60].

The following approaches are used to solve this task:

Definition 1.3. Extractive summarization is an automatic procedure for selecting the
key phrases ( word collocations or sentences) without any modifications and removing
unnecessary ones. Usually the process is as follows: every elicited phrase is assigned with
a score (according to it importance) and after that the most vital phrases are matched
(according to this score) [60].

Definition 1.4. Abstractive summarization is an automatic procedure for generating a
coherent summary. In this approach the original text is being shortened and re-phrased
but the main logic of the text is to be preserved [60].
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Summarization is classified as single-document or multi-document based on the
number of source document both extractive or abstractive ones according to the
methodology. In spite of the fact that automatic abstractive summarization is the desired
goal in this field, nowadays researches mostly focus on extractive summarization as better
results are achieved [9,/11,141}/43|. Therefore in the case of long text summarization task
the existing multi-document summarization methods are mostly extractive. This methods
are divided into unsupervised, supervised and other ones.

Firstly, lexical and grammatical structure of papers have been applied in unsupervised
works to generate the summary [5,25|. Later on, graph-based methods, linear programming
and topic modelling approaches have been widely used for multi-document summarization,
e.g., TextRank [43], LexRank [23], Integer Linear Programming [24] and ARWG [28].

Supervised approaches consider summarization as a sequential classification task. In
one of the supervised approaches, Conditional Random Fields [57], the binary classification
of sentences sequentially has been used. Recently, different neural model methods have
been used in the majority of works or their ensemble to build learning model as well.
Primarily, Seq2Seq model was commonly used in selecting recurrent neural networks |9,
15,35,47,(68] as encoder, auto-regressive decoder [14,|31,68] or non auto-regressive decoder
[4,30,/48] as decoder, based on pre-trained word representations [44,50|. Also, graph based
neural models [66,(67] were used.

Furthermore, another extractive summarization approach, reinforcement learning,
has been used to summarization task [14,/48,65], which has been able to provide more
direct optimization goals.

However, totally automatic summarization does not reflect the aim of reviewing
scientific papers. Every researcher has its own purpose that machine (computer) is unaware
a priori. For example, a person may need a review on his thesis or a grant request. Hence,
he focuses on specific subjects (which are vital for him) during the summarization which
the machine cannot guess. Therefore, the procedure of summarization of scientific papers
has to be controlled by human.

In such situations a summary is needed to be edited before inserting it into the work
(a paper or any other document) of a researcher. In fact, summary being generated by
the machine may only encourage the human to write his/her own summary in less time.
Also an opportunity to go to the source text while reading the review should be presented
as it may be useful for the researcher to upgrade the machine summary if desired.

As a result, we are interested in Machine-aided human summarization because the
task of generating summary is a creative work and it cannot be totally fulfilled by the
machine. That is why a better way to tackle the problem of generating the summarization
is to help the human execute a piece of work more quickly. The main assignment of my
Master’s Thesis is to build a chain of technologies to help a researcher write a high-quality
review (phrase by phrase) even if he does not understand the topic completely.

In 1980 when Martin Kay suggested the machine-aided translation approach the
idea of machine-aided summarization was introduced. He [37] proposed the development
of cooperative man-machine systems as a solution to the unrealistic task of fully automatic
high quality translation, allowing the computer and the human translator to perform the
translation tasks they are best at.

Definition 1.5. Machine Aided Human Summarization is a generation of a review in
which a person receives help from a computer program during the summarization or in



other words human is aided while doing the task of summarization [45].

Definition 1.6. Human Aided Machine Summarization is a formation of a review by
editing the summary generated by a computer program [45].

One of the systems which provide Human Aided Machine Summarization is Human
Aided Text Summarizer "SAAR" [51]. It is built with the help of reinforcement learning
and is proposed for summarizing a single document. A generated summary is shown to
the user and if it satisfies the requirements it is kept as the final version of the summary
otherwise a new summary is generated according to the feedback of the user in a form of
keywords.

Another paper [49] is eager to help the researcher who makes summary by outlining
the remarkable information from a paper and presenting it to him/her. In this case the
task of linking sentences to form a coherent summary is left to the human. This approach
is similar to the idea of our system. However, we work with a collection of papers instead
of one and use a different methodology and tools to solve the problem.

To sum up, the motivation behind this thesis is the creation of the method to intensify
the work of researchers in scientific papers analysis field.

At the moment, there are ready-made services that allow you to collect selections
of scientific papers on a given topic. Some of the main services are semanticscholar.org,
mendeley.com, academia.edu, dimensions.ai, aminer.org and arxiv-sanity.com. In addition,
the MIPT team - arxiv-search.mipt.ru - has developed an assembly of collections of
scientific papers and recommends new papers on them. Now you can assemble a selection
of several dozen works on the necessary topic not in days or hours, as it was before, but
literally in tens of minutes.

As you can see, there are a lot of such systems today, since we are in close contact
with the MIPT team, we have a desire to build our solution in their service and help
people write an essay on the topic they need in a matter of hours (rather than days) on
the collection of papers. An example of how this should work is presented in Potential
Impact.

1.2 The problem statement

A quantity of papers is given and the technology which offers the user a ranked list of
recommended phrases has to be built. Later on these phrases are used to compose the
coherent summary of the papers.

With respect to the own goals of the user our service is supposed to have various
methods for summarizing papers (called prompters). In other words, it is supposed to
have an ability to continue the phrase in several ways.

As a result, we are developing a system which consistently recommends phrases to
the user in order to write the text of the summary.

Definition 1.7. Prompter - is the function of our system which allows the user to choose
a specific summarization method.

1.3 Objectives

Therefore, we have the task of machine learning, where the input is a whole lot of scientific
papers, and the output is a set of phrases arranged in a certain order using one of the



prompters (summarization method). The set of phrases is limited and various for each
prompter.

This is a complex and challenging task. Hence, we divide it into the following subtasks,
and also we give examples of possible prompters based on the needs of researchers.

Firstly, we need to organize papers added to the collection. Here, the training sample
is how and in what sequence other papers are referred to in scientific papers. That is, with
the help of solving the problem of machine learning, we are trying to find out whether
the logic in this sequence is common for the entire scientific community and whether
this logic can be learned. From the statement of the problem, it is obvious to use review
parts of scientific publications, as authors are to build citation logic of other works. If we
consider the citation order throughout the paper, it is impossible to find out some kind
of dependency.

Secondly, we need to learn how to highlight the overview part in the text of the
paper. In addition, we need to learn how scientific papers refer to other papers, highlight
reference and inline citations and also learn how to relate them to each other.

One of the main prompters should be one that shows how this paper is referred to
in other papers. Given that we know the location of inline citations, we can highlight the
text fragment of the citation. Here you can use the training sample already marked out
by someone, associating it with our dataset. To determine the candidates for the current
fragment of the citation, we are to determine in which sentence the citation is located and
in which place of the sentence. We are also to determine whether there are other citations
in this fragment. The presence of a coreference between sentences implies correlation of
both sentences to one citation. Finally, we need to train the classification model and make
a ranking of phrases (sentences).

In addition to the previous prompter a prompter that determines which part of the
paper this citation refers to can be built: Aim, Hypothesis, Method, Result, Implication,
Dataset.

Given that the key ideas of the paper reflected in the abstract may become outdated
and other parts of the paper become more vital for the scientific community which are
not included in the abstract, it is logical to build a prompter to find the sentences in the
paper that are used to write citations. In this situation, there should be a large labeled
training sample by which we can:

e learn the relationship between the sentences of the paper and the way other authors
refer to the original work;

e train a classification model based on various features;
e rank phrases and show it to the user.
Prompter for finding phrases which describes a paper in the best way:

e Here, first of all, we need to select the following sections of the paper: abstract,
results, conclusion.

e Then we separate sentences based on coreference.

e After that we train the classification model based on the similarity of sentences with
Summary or, if Summary is not presented, with Abstract. During this we use the
Rouge metric (or other metrics).



e Finally, we need to rank phrases.

Also, to reflect the various key phrases of the sections it is logical to build a
Generalization of tagging prompter. The definition of each category is a separate prompter
in it. To build a Generalization of tagging prompter we need:

e To collect a training sample in which all the phrases of the paper will be marked
with various tags: Aim, Hypothesis, Method, Result, Implication, Dataset.

e Train the model of extractive summarization.
e Rank phrases and show it to the user.

Definition 1.8. Coreference - is a text identifier indicating that near sentences relate to
one idea/ topic [36].

Definition 1.9. Citation based summarization - is a procedure of text generation which
is formed by utilizing a set of citations to a referenced paper |52,53].

1.3.1 The description of models which a similar to our prompters

Definition 1.10. Citing Paper(CP) is a paper that cites another paper [32].
Definition 1.11. Reference Paper(RP) is a paper that is cited by another paper [32].

Definition 1.12. Citation text is the sentence(s) in a citing paper that contains the
citation and conveys the authors’ discussion of the citation. The citation text may consist
only of the sentence containing the citation, or may include one or more sentences before
and/ or after the citation. A citation text may also consist of a portion of the sentence
containing the citation [32].

Since we use citations to do the summarization let us compare our prompters with
already existing methods.

Early work in citation based summarization [1},21},46,52| aimed to extract the most
relevant citing reference paper sentences.

Definition 1.13. Citation sentence (citing sentence) is a sentence that cites the reference
paper. Also, a citation sentence can be viewed as a short summary of the reference paper
written from the citing authors’ perspective [66].

Hence, a collection of citation sentences reflects the impact of the reference paper on
the research community [21]. While citation sentences provide the community’s views of
the reference paper, prior works [42,[59] point out issues in using citation sentences directly
for summarization. In citing sentences, the discussion of the reference paper is often mixed
with the content of the citing paper or with the discussion of other papers cited jointly,
containing much irrelevant information. To address such issues, recent work [17-19}33,42]
considers cited text spans-based summarization, where they identify a set of text spans
(a set of sentences) in the reference paper that its citing sentences refer to, and perform
summarization on the identified text spans. This way, while the summary consists of words
in the reference paper, it reflects the research community’s insights. In this work [66|
advanced multi-document summarization system is presented. A Graph Convolutional



Network (GCN) on the relation graphs with sentence embeddings obtained from Recurrent
Neural Networks as input node features are employed there.

One of the extractive summarization sections is Automatic Survey Generation. We
can consider the related work as a survey for a specific field.

The related work section can be mainly regarded as a survey. A significant part of
work which is related to Automatic Survey Generation exploits extractive summarization
approach. The earliest ReWoS method used a hierarchical set of keywords that describes
the topics of the target paper to extract related works [27]. The later work [28] used a
global optimization structure (with help of PLSA model) to create related work.

Recently, [12| created related works from a graph-based comparative summarization
method which worked with papers (locate at related works) from references . After that,
they used the minimal Steiner tree to control the generation, extracting the least amount
of sentences to cover the discriminated nodes. This approach does not take into account
the content of target and reference papers, leading to topic deviation.

[64] developed a data-driven neural summarization model which combined context-
driven attention mechanism to create an appropriate working section. They created a
directed graph containing heterogeneous relations among kinds of objects, such as papers,
authors, keywords and places, and developed an attention mechanism that focuses on the
contextual relevance in the target paper being written and the graph. For each candidate
sentence, a label of 0 or 1 was assigned after optimization of the target logarithmic
probability.

Toc-RWG 63| with QueryTopicSum (a LDA-style model to characterize the
generative process of both the scientific paper and its reference paper) and the identified
CTS (Cited Text Spans) as candidate sentences, an optimization framework based on
minimizing KL divergence is exerted to select the most representative sentences for related
work generation.

HSDS [35] explores an abstractive method for automatic survey generation with the
help of Seq2seq model based on Dual Supervision.

Another work [2] tries to reduce the redundancy of citation sentences from multiple
related work sections and enhance the readability of the generated summary by
investigating a semantic graph-based approach and cross-document structure theory.

Surveyor |34] summarization algorithm combines a content and discourse of source
papers when generating survey papers. CitationAS [62| uses topic modeling to highlight
the topic of the citation text and by calculating various features of the sentence, ranks
them and compiles summary. And finally, IBM Science Summarizer [22] builds extractive
unsupervised query-focused multi-document summarization approach which provides
users with summaries for every subsection of paper. Our difference from them is that
they focus on keeping updated on current work and we are committed to prepare the
summary for a research project / grant request.

1.4 Potential Impacts

The whole work represented in the pipeline was made from the beginning to the end.
Starting from the ranking document collections and ending with provision a summary to
a user. Our citation based summarization from reference papers method out-performed
current methods on The CL-SciSumm Shared Task 2018.

Our main contribution is the definition of a scheme that allows us to add various



summarization methods to the general summarization service.

The potential impacts of this model lie on encapsulating summarization tools to
https://arxiv-search.mipt.ru/ that is an exploratory search and recommendation system
for the researchers that regularly seek for scientific papers in arXiv.org. The scheme of
how our summarization system should work on this site is as follows:

1. It is assumed that a collection of necessary scientific papers has already been
assembled by the user.

2. This collection is ranked in accordance with the order in which papers are submitted
for summarization (preparation of the final report).

3. Summarization is performed for each paper depending on which method of
summarization the user has selected.

4. The user edits the resulting summary according to his/her needs and adds it to
the summary overview. Also a user have an opportunity to click on the paper from
ranked collection. After that a new window in the browser with the full text of the
paper is opened.

5. After going through all the papers in the collection the user saves the received report.

COLLECTIONS

PAPERS RECOMMENDED SUMMARIZATION

Collection of papers Summary Recommended phrases

BanditSum: Extractive Summarization as a Contectu... BI S ™ == = @ @ B Source.

e Dong, Yikang Shen, Eric Crawford, Herke van Hoof, Jackit

ASurvey on Neural Network-Based Summarization...
Vue Dong

SummaRuNNer: A Recurrent Neural Network based...

Ramesh Nallapati, Feifei Zhai, Bowen Zhou

A Deep Reinforced Model for Abstractive Summariz...
Richard Soche

Neural Extractive Summarization with Side Informa...

Shashi Narayan, Nikos Papasarantopaulos, Shay B. Cohe

Prompters

Ranking Sentences for Extractive Summarization...

Shashi Narayan, Shay B. Cohen, Mirella Lapata

Get To The Point: Summarization with Pointer-Gene...

Abigail See, Peter J. Liu, Christopher D

Puc. 1: The outcome of the first and the second items according to our scheme of
summarization

1.5 Thesis Structure

The following chapters of thesis work is organized as follows:

Chapter 2 presents a methodology developed to solve this problem, which is divided
into subtasks. For each subtask, there is a description how the problem is defined and
the solution algorithm as well. The sequence of the description of the subtasks makes it
possible for the reader follow our logic of reason to solve the whole problem. What has
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COLLECTIONS About FAQ Sergey Kukharenko

PAPERS RECOMMENDED SUMMARIZATION
Q_ Search in collection Most recent Most quoted
Collection of papers Summary Recommended phrases
BanditSum: Extractive Summarization as a Contectu... B IS w|=: @@ [

The aim of this lieratuire review i to survey the recent
Yue Dong, Yikang Shen, Eric Crawford, Herke van Hoof, Jackic work on neural-based models in automatic text
summarization.

ASurvey on Neural Network-Based Summarization... e examine in detal en state-of the-art neural based
summarizers: five abstractive models and five extractive
Yue Dong models.
Neural-based models display superior performance on
SummaRuNNer: A Recurrent Neural Network based... ‘automatically extracting these feature representations.
in additon, the current neural-based models have the
Ramesh Nallapati, Feifei Zhai, Bowen Zhou following imitatons

A Deep Reinforced Model for Abstractive Summariz...

Romain Paulus, Caiming Xiong, Richard Socher

Neural Extractive Summarization with Side Informa...

Shashi Narayan, Nikos Papasarantopoulos, Shay B. Cohen
Prompters

Ranking Sentences for Extractive Summarization...
(= Ees] =]
Shashi Narayan, Shay B. Cohen, Mirella Lapata
Get To The Point: Summarization with Pointer-Gene...
Abigail See, Peter ). Liu, Christopher D. Manning ——

Puc. 2: The outcome of the third item according to our scheme of summarization

been done: the citation-based summarization method based on the extraction of the most
relevant citing reference paper sentences and an approach to maintain the best order of
papers in the report have been developed.

In Chapter 3 we present the results of our experiments. And we consider the two
main approaches to generate the best summary. In this chapter you can see the results of
the work where we compare our models with the best model of 2018. It is worth noting
that some of our models were better than the model of 2018 according to the Rouge
metric.

In the result, Chapter 4 summarizes the research work and focuses on the main
conclusions gained. It also presents an outlook for upcoming challenges of this thesis
research work.
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2 Methodology

This chapter covers a methodology shown in the pipeline of the master’s thesis.

2.1 Pipeline

In order to build our machine-aided human summarization system we are to form a
project pipeline. To describe it, we use the decomposition approach and divide a complex
technical system into blocks with their subsequent description. Each block is an algorithm
for solving a specific problem which receives the necessary dataset at the input and at the
output we get a result. We make an assessment of the quality of the algorithm of each
block using a specific criterion.

Data collection

Overview extraction of papers Ranking of papers in the scenario Ranking phrases from papers Evaluation of the
Is given: paper, 1 (prompters generalization) summarization results
- . f Is given: paper overview, references of paper
2 e - b s Lt e e e
To find: 2 To find: 3 2) paper with citing papers
1) texts of all papers from reference overview part of paper To find:

2] texts of all papers that cite the article

Criterion:

order of papers by their authority

1. classification quality on a labeled
sample

2. coverage - how many reference
papers were found (in average)

Criterion:
Rank correlation

Prompter finding citation about paper
from overviews of citing papers

]

To find:
Ranked list of phrases based on the
resulls of the prompter

Link in-line citations with
reference papers

Is given: text of paper

Citation context extraction

Ranking of citation contexts

Is given: paper,

To find:

1. allin-line citations

2. extract all reference papers (RPs)
3. connect in-line citations with RPs

Is given: Iocation of in-ine citations in paper
To find:
fragment of texts of the citation

citation text of citing papers

Tofind:

Criterion:
classification metrics

metrics

Ranked list of phrases

Criterion:
Ranking metrics

Criterion:

Prompter for finding key annotation

phrases

Ii

Phrase extraction

Given: text of paper

To find:
phrases that most fully describe the annotation

Ranking of phrases
according to the annotation

j’ Given: key annotation phrases
To find:

ranked list of key phrases

Criterion:
Rouge metric by annotation

Criterion:
Rouge metric by annotation

Prompter for finding paper sentences

that are used to write citations

Prediction model that the sentence of the

paper will be used to write a citation

Given: paper, citing papers

Ranking of key sentence for citation

Is given:

the probability of sentence that it will be used to write a citation

Given: key senfenses
To find:

ranked list of key sentences

Criterion:
classification metrics

Criterion:

Ranking metrics

To find
similarity of paper annotation (or gold summary)
with prompter summary

Criterion:
Rouge metric by annotation

Quality assessment of
the set of prompters

Given: ranked phrases of prompters

To find:
sequentially select the best phrase io form
summary

Criterion:
Rouge metric by annotation

Puc. 3: Work pipeline of Master Thesis

The block Ranking phrases from papers is a generalization of prompters, in other
words the prompters below are the elements of the unit. The arrows marked the number
are to be followed along the main pipeline.

One of the main advantages of this approach lies on its novelty and the ability to
add new summarization methods in the pipeline.

We divide the task into modules. For the execution of each block we use different
datasets. Also there is one dataset that we use to accomplish two different modules. Every
dataset is described before being used.

However, we wish to create one common dataset for the entire pipeline, it can be
built as follows:

e We have paper texts.

12



e Then we highlight Reference papers and overview part of the papers.

e Finally, we take only those references that are in the overview part of the paper.

Its final form is as follows:
D = {(zi,y:)i=1}
where x — unordered set of reference papers, y — overview sections of scientific papers with
tagged phrases. The assembly of this dataset will be done in the future.

2.2 Data collection for extracting of the overview part and
ranking papers from the collection
Despite the fact that for our task there is no ready-made dataset we examine various

datasets with a large number of scientific papers that can be used as a research part of
our task:

Corpus Year #P. Cit.cont. Ref. Lin. Domains
S20RC(PDF-parse) [40] 2020 8.1M full text yes  S20RC(full) multi
S20RC(LaTeX-parse) [40] 2020 1.5M full text  yes S20RC(full)  phys,math,CS
PubMed Central (OAS) 2020 2.6M full text yes PubMed bio,med
ACL-AAN [54] 2013 25k  full text no ACL Anthology CS,CL
unarXive [56| 2020 1M  snippets no MAG |[58] phys,math,CS
RefSeer [29] 2015 1M snippets mno  CiteSeerX [10] multi

Tabiuna 1: Overview of existing datasets [40]
# P.= Papers with body text; Cit.cont. = Citation context; Ref. = References to tables
/ figures / equations; Lin. = Linked to graph;

A contextual citation graph like ACL Anthology Network (AAN) covers papers in
the field of computational linguistics. It is built on the basis of the ACL Anthology |[6]
and includes 24.6 thousand papers, manual citation information is added to it as well.

One of the largest corpuses is the central PubMed Open Access Corps including 2.6
million papers in the biomedical field with citations related to PubMed Identifiers.

The RefSeer is the most frequently used evaluation dataset for citation-based tasks
without integrating metadata provided by sources outside the PDF. Its citation context
contains 400 chars.

Later on unarXive is presented as a contextual citation dataset which is built with
using 1.0M arXiv publications. LaTeX source is used to extract a text, citation spans and
bibliography entries which are linked to papers in the Microsoft Academic Graph [58|. The
citation context is provided through extracted snippets but without Reference parses.

S20RC is a large contextual citation graph dataset which contains 81.1M papers,
380.5M citation edges, and associated paper metadata. The full text and inline citations
related to the references are available for 8.1M papers. 1.5M papers of them also
contain full-text LaTeX parses, from which authors extract the source text of tables and
mathematical formulas.

The following features that are implemented in the S20RC dataset:

e There is a full text of papers for a large number of them. This texts are compiled from
a PDF file and / or latex source files which are used for publication on arxiv.org.
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H Total papers 81.1M H

Papers w. PDF 28.9M (35.6%)

Papers w. bibliographies 27.6M (34.1%)
Papers w. GROBID full text 8.1M (10.0%)
Papers w. LaTeX full text 1.5M (1.8%)

Papers w. publisher abstract 73.4M (90.4%)

Papers w. DOIs 52.2M (64.3%)

Papers w. PubMed IDs 21.5M (26.5%)
Papers w. PMC IDs 4.7M (5.8%)
Papers w. ArXiv IDs 1.7M (2.0%)
Papers w. ACL IDs 42k (0.1%)

Tabsmma 2: Statistics on paper provenance in S20RC [40]

e Inline cite spans are highlighted in the text of paper.

e Bibliography entries are highlighted and an ability to link papers and a create
citation graph is presented.

e The majority of inline citations are connected with their reference papers.
e The text is divided into paragraphs and some of them have the title.

e FEach paper inflates metadata and an abstract.

e The dataset contains papers from different domains.

As the main dataset for conducting the research we use S20RC.

The S20RC dataset weights approximately 1 TeraByte that is why I take only
Anthology of Computer Linguistic papers from it. After the cleansing: removing the
duplication of publications, deleting publications that have no text - we create a citation
graph with 40k paper nodes.

Also we use Semantic Scholar Open Research Corpus [3|, the citation graph of
https: //www.semanticscholar.org/ papers, to check how proficient the citation graph is
compiled for our dataset and for the creation of the author’s citation criterion.

2.3 Overview extraction of papers

As it has been mentioned, we are eager to learn how to detect the overview part of the
text in the paper because this helps us to create a training sample for the Ranking of
papers in the collection block. We are also willing to detect sections of papers where the
author, along with citing, briefly describes previous scientific papers on this topic. In the
future, these texts will be used in the work of prompters.

2.3.1 Problem statement

The input is the text of a paper. Our goal is to find the overview part of the paper, which
briefly describes other papers. To check the quality of the classification on the marked
sample is our criterion.
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The chapter , where the author along with citing briefly describes previous scientific
works on this topic, is called Related Work. Also, some authors may describe previous
works in the Introduction or Methods chapters. However, not all the papers have
introduction and related work, which can be considered as an overview because they may
contain some information that is not relevant to the description of the previous works.

Therefore, we cannot simply divide the paper into various sections and, based on the
section name, relate it to the description of the previous works. For this reason, we want
to set the task of machine learning which highlights text parts (sections / paragraphs)
with a description of the previous works based on the signs of a part of the text (sections
/ paragraphs).

The sections in our dataset are paragraphs of the text. Taking into account that in
order to determine whether a paragraph is the overview or not, we are to draw a sample
of our own, therefore we consider the paragraph to be the overview if it is in the chapter
that is called Related Work.

2.3.2 Models description

As training and test sets we use a subset of ACL papers that have section titles. The
target texts are those whose title contains one of the following words or phrases: Related
Work, Background, Previous Work.

In the Baseline model we assign that the section is the overview if it has the maximum
number of citations among other sections of the paper. We also assign a section as the
overview if it contains half of this maximum number of citations.

For machine learning models we form the following features:

number of citations
paragraph length

e citation density =

e The number of consecutive sentences which include at least one citation

number of position + 1
count of positions

e The normalized position of the chapter in the paper =

1.
e An average position of inline citations = =

count of inline citations,

™, start position of inline citation

length of section ) where n -

The Gradient Boosting model shows itself to be the best one [13].

2.4 Ranking papers in the collection

Based on the fact that the user of our system does not have to understand/be an expert
in the field of science from which summary is written the system should advise the user
in what order to mention papers in the report.

As mentioned, as a training sample we use how the citations are located in the
overview part of papers since authors are to build a citation logic for other works. If
we consider the citation order throughout the paper it is impossible to find out any
dependence.

2.4.1 Problem statement

We have an overview of paper and we know in what order the references in the text are
located. Our goal is to find order of papers by their authority. The quality of ranking is
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measured by the number of defective pairs (rank correlation of kendell) comparing with
the order of mentioning papers in the review.

We do not use other measures of ranking quality since these are metrics for the search
engine and try to take into account that the user rarely looks at the second, third and
other search results pages, and we have to take into account the order relation.

Definition 2.1. Kendall rank correlation coefficient. Let (z;,y;) be a set of observations
of the joint random variables X and Y respectively,such that all the values of (x;) and
(y;) are unique. Pairs (z;,y;) and (z;,y;) where ¢ < j:

e Concordant if both z; > z; and y; > yj;;or if both z; < x; and y; < y;
e Discordant if both x; > z; and y; < y;;or if both z; < z; and y; > y;
o If x; = x; and y; = y;, the pair is neither concordant nor discordant

(number of concordant pairs) - (number of discordant pairs)
2

n

T =

2.4.2 Models description

In the Baseline model, we rank papers by year in ascending order.
For the ranking model we built the following features:

e The year of paper publication.

e The number of paper citations.
It is the number of paper citations among all S20RC papers which have a full text
and references, this number is equal to 5M.

e The citation of a journal or conference.
It is a number of journal or conference citations among all S20RC papers which
have full texts and references, this number is equal to 5M.

e The author citation.
It is the number of citations to the work of this author in other papers. To create
this feature we combine our dataset (S20RC) and Semantic Scholar Open Research

Corpus dataset [3] by paper id. Then we uploade influential citation count using
Semantic Scholar API.

e Presence of identifier (ACL, PubMed, DOI, arXiv).
Let’s introduce a notation:
o Let Q@ ={q1,...,qn} be the set of groups (an overview parts of ACL papers)

o D, ={dg,...,dg} — set of objects (reference papers) retrieved for a group (ACL
paper) q

o L,={lp,...,l;m} — relevance labels for the objects from the set D, (a normalized
order of our papers)
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Every object d, is represented in the vector space of features, describing the
associations between the group and the object.

So, every group is associated with the set of objects. For example, the group is a
query (the overview of ACL paper) and object is a paper (reference papers of ACL paper)
if we rank documents for a search query.

The goal is to learn the ranking function a = a(d,;), such as the ranking of objects
dgi for all groups from ) based on their scores z, = a(dy), as close as possible to the
ideal ranking from the editorial judgements [,; (That means that we do the ranking to
order papers in our collection in the best way).

We know the order of reference papers in the overview of a paper. Next, we compare
papers from references in pairs: ¢ < j - i less relevant than j (¢ locates before j in the
text of paper). To learn the paper order in references we penalize our model if the ranking
function establishes that j is less relevant than i.

So, we have to minimize empirical risk:

Qa) =Y la(wy) — alzy) < 0] <Y Llalzy) — alzq)) — min
i=<j i=<j
where a(x) - ranking algorithm; Margin(i, j) = a(xy;) — a(zq);
L(M) - decreasing continuous function of Margin Margin(i, j):
o L(M)=(1—-M), - RankSVM
o L(M) = exp(—M) - RankBoost
o L(M) =log(l+ e ™) - RankNet (like Logistic Regression)

As it can be seen Loss function can be chosen in different ways and according to them
distinct ranking methods are to be implemented.

As a ranking model we train CatBoost using pairwise approach [20]. The algorithm
of the model is as follows:

1. To subsample the overview of ACL papers (acl-papers) that contain at least 90% of
reference papers in S20RC dataset.

2. To upload all reference papers from acl-papers (out-papers)

3. To calculate all the features for out-papers and concatenate them to acl-papers, i.e.
to form a feature space.

4. To define the measure of relevance as the order of reference papers (RPs) from the
overview. Then to normalize this order as our acl-papers have different number of
RPs.

5. To train Gradient Boosting model using pair-wise approach which minimizes the

negative loglikelihood:
1 1
- D log 1+ ¢ (@leg)—aleg,))

i,jEPairs

In the future the topic similarity between papers is to be taken into account to locate
similar papers nearby.

topic similarity = K L(ref.paper||collection)
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2.5 Prompter for finding paper sentences that are used to write
citations

After ranking our papers in the collection we can move to the summary generation for
each paper using various summarization methods (prompters).

Providing that the key ideas of the paper reproduced in the abstract may become
out-of-date and other parts of the paper become more crucial for the scientific community
which are not included in the abstract, it is reasonable to create a prompter to pick the
sentences in the paper for writing citations.

2.5.1 Problem statement

We use papers with papers citing them and annotations which show relations between
citing sentences and sentences from the original papers (i.e. annotations show which
sentences have a greater impact on citations).

So, we are to detect paper sentences that are used to write citations. Quality
comparison of generated machine summary with gold (made by human) summary using
Rouge metrics is our criterion.

2.5.2 Dataset

To solve this problem I use the CL-SciSumm 2018 corpus dataset which contains:
e 40 annotated sets of citing and reference papers from a computer linguistic domain.

e Each Reference Paper includes ten or more Citing Papers that contain citations to
the Reference Paper.

e Also every Reference Paper contains Annotation file which connects citing sentences
and reference spans and also show their positions in papers.

e Additionally, the dataset provides three types of summaries for each Reference
Paper:
— an abstract paper, written by the authors of the research paper.

— a community summary, collected from the reference spans of its citing
sentences.

— a human-written summary, written by the annotators of the dataset.

2.5.3 Model description

Firstly, we make connected data structure of Reference and Citing papers. Also we read
the Annotation file for connecting sets of citing sentences and reference spans.

Secondly, it is possible to compute a set of features for each reference paper, for each
citing sentence and each sentence of the reference paper. In other words, between each
sentence of RP and each sentence of CP we calculate the following groups of features:

e Cosine similarity measure between embeddings (model is trained on RP sentences
and its CPs sentences) of sentences:
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— TF-IDF model cosine similarity

— Latent Semantic Indexing model cosine similarity

Latent Dirichlet Allocation model cosine similarity

— Hierarchical Dirichlet Process model cosine similarity

e Cosine similarity measure between averaged (by words) pretrained embeddings of

sentences.

— W2V model cosine similarity

— Word Mover’s Distance between embedded word vectors |38]

e Comparison using N-grams:

— Number of common bigrams

— Rouge scores (-1,-2,-1 {1) [39]

e Sequence Matcher ratio [55]

2K,

Dro =
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where S RP is a sentence of a reference paper, S CP is sentence of a citing paper,
K (the number of matching characters) is the longest common substring (LCS)

plus recursively the number of matching characters in the non-matching regions on
both sides of the LCS

e Positional features:

number of sentence position
count of sentences in the RP

— The position of the sentence in the section of the RP

— The position of the section in the RP

— The position of the sentence in the RP =

Thirdly,these features are used to train a classifier to predict if a sentence of a
reference paper is a reference span or not.

Finally, given all the probabilities for a sentence of the reference paper of being a
reference span or not, a global score for a reference span candidate of the RP is computed
by summing all its probabilities from different citing papers.

For generating summary the model chooses sentences with the highest score until
the limit of words is reached (for the CL-SciSumm summarization task the length of the
summary exceeds 250 words).

2.6 Prompter finding citations about papers from overviews of
citing papers

One of the main prompters is the one that shows how this paper is referred to in other
papers.

2.6.1 Problem statement

The text of a paper and the text of a citing papers is given to us.

And we have to find ranked list of citing sentences that reproduce the description of
the work by other authors in the best way.

As a criterion we take a quality comparison of a generated machine summary with
the gold (human) summary by Rouge metric. The block of the summary evaluation is
described below.

2.6.2 Model description

Since we know the location of inline citations, we can highlight the text fragments of
the citation. Here you can exploit the training sample already marked out by somebody
connecting it to our dataset.

To select the candidates for the current fragment of the citation, we are to work out
in which sentence the citation is located and in which part of the sentence. We are also
to define whether other citations in this fragment exist. The presence of a coreference
between sentences means a connection of both sentences and a citation. Ultimately, we
have to train the classification model and make a phrase ranking.

On top of this prompter we create a prompter that defines which part of the paper this
citation refers to: Aim, Hypothesis, Method, Result, Implication, Dataset. As a training
sample SciCite dataset of citation intents [16] can be used.
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2.7 Prompter for finding key annotation phrases
2.7.1 Problem statement

A text of paper is given to us. And we have to rank key sentences of the paper that
describe it in the best way. The comparison of a generated machine summary with the
gold (human) summary by Rouge metric is our criterion. The summary assessment block
is described below.

2.7.2 Model description

The prompter for finding phrases which describes a paper in the best way:

e Here, first of all, we need to select the following sections of the paper: abstract,
results, conclusion.

e Then we separate sentences based on coreference.

e After that we train the classification model based on the similarity of sentences with
Summary or, if Summary is not presented, with Abstract. During this we use the
Rouge metric (or other metrics).

e Finally, we need to do a phrase ranking from probability of sentences.

2.8 Evaluation of the summarization results and prompters

First of all, let us consider how we evaluate a generated summary (sentences) by comparing
it to the gold (human) summary. Further we determine the quality of work of a set of
prompters and find the most optimal summary of several ones(generated by different
prompters).

2.8.1 Summary evaluation

Problem statement

We have the text of the paper and its summaries collected from the sentences generated
by prompters. And we are to compare annotations of papers (or summaries) with the gold
(human) summary using ROUGE metric.

Metric description

The vast majority of summarization works use the Rouge metric as an automatic
comparison of a generated machine summary with the gold (human) summary [39].

number of overlapping N-grams(humansymmary, SYSt€Msummary)

ROUGEN =
N number of N-grams in humansummary
(1+ %) RresPres LCS(X,Y) LOS(X,Y)
ROUGE;, = R =—1—> Prpog=—"77—"
t Rpcs + PPres ~ °F x| e Y]
where LC'S(X,Y) the length of a longest common subsequence of summaries X and Y,
5=
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However, it should be noted that automatic summarization metrics have serious
limitations:

e They only assess a content selection and do not account for other quality aspects,
such as fluency, grammar, coherence, etc.

e To assess content selection, they rely mostly on lexical overlap, although an
abstractive summary could express the same content as a reference without any
lexical overlap.

e Given the subjectiveness of summarization and the correspondingly low agreement
between annotators, the metrics are designed to be used with multiple reference
summaries per input.

Therefore, as an additional checking of the summarization quality it is better to further
fulfill manual comparisons of optional summaries, but it is time-consuming and still a
common standard does not exist. That is why it is to be done in the future.

2.8.2 Quality assessment of a set of prompters

The summary researcher can generate as follows:

1. From the summaries generated by different prompters we choose the most relevant
one.

2. We collect summary sequentially sentence by sentence, where (at each step) the best
sentence is selected from the top-k ranked sentences generated by prompters.

Moreover, the second approach gives an opportunity to estimate the quality of prompters
which is determined by the number of sentences generated by prompters that are included
in the summary.

Problem statement

Ranked sentences generated by prompters are given. We are eager to sequentially choose
the best sentences to form the final version of the summary. As a criterion we use
ROUGE metric by selecting the best sentences (from top-k generated sentences by
different prompters) according to it. So, we are willing to evaluate the quality of prompters’
work rather than the quality of summaries or human behavior while choosing a summary
version. Hence, we train our system to offer the best summary.

Model description
The algorithm is as follows:
1. Follow the ranked sequence of papers in the collection.
2. Set the number of sentences k that we need to extract.

3. Generate and rank topy sentences using various prompters for each paper.
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. Compare all the top; sentences with the gold (human) summary and choose those
that have the best Rouge metric.

. Remove the selected sentence from the sample and increase by one the number of
prompter exploitations from which the most suitable sentience was selected.

. Repeat steps 4 and 5 until we form a summary of top, sentences.

. Get the final version of the summary and a list with the number of prompter
exploitations.
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3 Experimental results

In this chapter numerical results obtained for each fulfilled module are described.

3.1 Dataset
3.1.1 Calculation of covering for the main dataset

It is necessary to mark out a subsample of the dataset S20RC where the lists of citing
papers and reference papers are as less thinned as possible (i.e. they are presented in the
dataset with full text).

The following features for all papers of the two subsections (ArXiv, ACL) are
calculated:

e +bibs - the amount of recognized Reference papers;

e +#bibs-with-links - the amount of recognized Reference papers contained in dataset
S20RC;

e bibs-with-links-in-dict - the amount of recognized Reference papers contained in
data structure in which includes papers and papers referring to them;

e %-in-dict2bibs - the proportion of the number of Reference papers contained in data
structure in to the number of recognized Reference papers;

e %-in-dict2bibs-w-1 - the ratio of the number of Reference papers contained in data
structure in to the number of Reference papers contained in the dataset S20RC;

The following results are:

subsample | aver. %-in-dict2bibs | aver. %-in-dict2bibs-w-1
ArXiv 38.2% 44 8%
ACL 42.4% 57%

Tabmuma 3: Calculation of covering for the full text of papers

subsample | aver. %-in-dict2bibs | aver. %-in-dict2bibs-w-1
ArXiv 40.6% 48.3%
ACL 44.5% 59.6%

Tabmura 4: Calculation of covering for an overview part of papers

This result is considered admissible. And in the future every missing papers are to
be downloaded in a PDF format by using API SemanticScholar and converted by using
GROBID parser into the text mode.
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3.1.2 Overview extraction

Unfortunately, only 3500 out of 38 000 papers provided in the dataset contain section
(paragraph) titles. Hence, we use a subsample of this papers instead of the whole dataset.
The subsample was splitted into train and test in proportion of 8 to 2. The titles linked
to the related sections were reassigned by the following method:

e A section header is assigned as Related Work, if a title includes any of the following
names: Related Work, Background, Previous Work, Overview;

e Dataset: Data, Dataset, Corpus, Corpora, Corpuses
e Setup: Setting, Setup

As for Baseline model, a concrete section is called as the overview if it covers the
largest number of references amongst other paper sections.

We also trained Gradient Boosting [13] model on generated features using 5-folds
cross-validation.

method accuracy
baseline 61%
Gradient Boosting 82%

Tabmuma 5: Classification quality of an overview part extraction

3.1.3 Ranking papers in the collection

A subsample of the overview parts of acl-papers, containing in the whole dataset not less
than 90% of Reference Papers, includes 7250 papers. The number of reference papers from
acl-papers (out-papers) is 27 000 papers.

As a means of metric Kendall rank correlation coefficient(7) is employed as it sets
the order relation between reference papers. The values of this coefficient lie between -1
and 1 and indicate strong disagreement and strong agreement respectively.

The table shows the results of the following models:

e Baseline model ranking reference papers of acl-paper in ascending order according
to the year.

e CatBoost model with pair comparisons that minimizes the negative loglikelihood

(PairLogit):
| 1
- D log 1+ e (al@)—a(z;)

i,jEPairs

metric | baseline | CatBoost(PairLogit)
T 0.1 0.48%

Tabmumna 6: Quality of the ranking of papers in the collection
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3.2 Prompter for finding paper sentences that are used to write
citations

As CL-SciSumm 2018 dataset provides three types of summaries for each Reference Paper:
e An abstract paper written by the authors of the research paper.
e A community summary collected from the reference spans of its citing sentences.
e A human-written summary written by the annotators of the dataset.

Diverse models are constructed according to the amount of taken features and
different classifiers. The models shown in figures below are horizontal curve. For
comparison purposes models based on different types of summary and recognised best
in 2018 are taken into account.

Using classifiers:

e SVM with rbf;
e Gradient Boosting (Xgboost, CatBoost);
e Multi-layer Perceptron.

In the case of total system summary the model chooses sentences with the highest
score until the limit of words is reached.

In the case of sytem-+human summary the model creates 3 such summaries (from the
ranking sentences) and the best one is chosen by Rouge metric. In the future the selection
work will be done by a user.

We let our system create sytem-+human summary as the user might not like the
generated summary or the user might be eager to look through another summary in order
to choose the best one. As a matter of fact, the process of choosing the best one from the
three summaries with the help of Rouge metric is seen as modelling the user’s behavior
to determine the best summary (currently it is fulfilled by a software and in the future it
will be done by a user on https://arxiv-search.mipt.ru/).

As a result, we can model optimal behavior of a human who is willing to choose a
summary from several generated ones by prompters and streamline the quality of their
work.

We prefer Rouge-2-f1 score as it is commonly used in the CL-SciSumm Summarization
Task [33] of the competition.

The results for total system summaries are the next:

e The best features which make an improvement for all models are w2v, wmd, lda
and seg-match.

e The best classifiers on different evaluation summaries are multilayer perceptron or
catboost.

e Our summarization model (Multi-layer Perceptron with basic features+hdp+lda)
works better on community summaries because its collected from the reference spans
of its citances.
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System summaries vs Paper Abstracts

System summaries vs Community summaries

best_2018 catboost_w2v_seq
MLP_all catboost_w2v_seq_rouge_fl
MLP_hdp_Tda MLP all
MLP_hdp xgboost_w2v_seq_rouge_f1l
MLP_w2v_seq_rouge_fl MLP_hdp
MLP_w2v catboost_hdp_lda
MLP_w2v_seq MLP_w2v
MLP_lda xgboost_hdp_lda
MLP_baseline xgboost_w2v
catboost_all catboost_hdp
catboost_hdp_Tda MLP_|da
" catboost_Ida " MLP_w2v_seq
< catboost_hdp - MLP_hdp_lda
T catboost_w2v_seq_rouge fl hed xgboost_w2v_seq
E catboost_w2v_seq g xgboost_all
xgboost_baseline xgboost_baseline
MLP_jac xgboost_lda
xgboost_jac xgboost_ﬁjac
xgboost_w2v_seq xgboost_hdp
xgboost_hdp MLP_w2v_seq_rouge f1
xgboost_w2v catboost_lda
xgboost w2v_seq_rouge_f1 MLP_baseline
xghoost_hdp_[da e catboost_all
xgboost_hja e} MLP_jac
catboost jac e ————— e — catboost_jac
xgboost al| === best_2018
svm_baseline svm_baseline
0.00 0.05 010 0.15 020 0.25 030 0.0 0.1 0.2 0.3

Rouge-2-f1 Rouge-2-f1

Puc. 5: Result of the comparison of the generated total system summary, paper abstract
and community summary

System summaries vs. Human summaries
MLP_hdp_lda
best 2018
catboost_hdp_lda
catboost_w2v_seq_rouge_f1
catboost_hdp
MLP_w2v_seq
MLP_all
MLP_w2v
catboost_all
xgboost_ w2v_seq
catboost_Ida
MLP_w2v_seq_rouge_f1
MLP_hdp
xgboost_jac
MLP Ida
xgboost_w2v_seq_rouge_fl
xgboostbaseline
xgboost_hdp
MLP_baseline
catboost_w2v_seq
xgboost_lda
xgboost_all
xghoost_hdp_Tda
catboost_jac
xgboost_w2v
MLP_jac
svm_baseline
0.00 0.05 0.10 0.15 0.20

Rouge-2-f1

models

Puc. 6: Result of the comparison of the generated total system summary and human
summary

e Our summarization model works better than the best 2018 model on community
and human summaries because features of the best 2018 model are focused more
on abstract section of the Reference Paper.

Results for system+human summaries are the next:

e Rouge metric for system-+human summaries are 15-19% better than for total system
summaries.

e the best total system classifier (Multi-layer Perceptron) is the same as the best
system-+human classifier.
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System summaries vs Paper Abstracts

best_2018

MLP_top_3_all

MLP_all

MLP_top_3_hdp_lda

MLP_hdp_lda
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xgboost_top_3_hdp_lda

models

catboost_top_3_hdp_lda

catboost_top_3_all

MLP_top_3_hdp_lda
MLP_top_3_all
xgboost_top_3_hdp_lda
xgboost_top_3_all

MLP_all

% catboost_top_3_hdp_lda
3 catboost_top_3_all
£ xgboost_hdp_|da
catboost_hdp

System summaries vs Community summaries
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Puc. 7: Result of the comparison of the generated system-+human summary, paper

abstract and community summary

System summaries vs. Human summaries
catboost_top 3 _hdp_Ida :
MLP_top_3_hdp_lda
MLP_hdp_lda
MLP_top_3_all
xgboost_top_3_hdp_lda
catboost_top_3_all
best_2018
xgboost_top_3_all
catboost_hdp

MLP_all

catboost_all

xgboost_all
xgboost_hdp_lda

0.00

models

0.10 0.15
Rouge-2-f1

0.05 0.20 0.25

Puc. 8: Result of the comparison of the generated system-+human summary with human
summaries
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4 Conclusions and Future Challenges

4.1 Conclusions

The following results were achieved:

e We developed the novelty methodology for generating the overview summary via
multiple summarization methods.

e The whole work was made from the beginning to the end: starting from ranking
papers in the collection to citation based summarization.

e The citation based summarization from reference papers (for finding paper sentences
that are used to write citations) achieved excellent results.

e The new approach of quality evaluation of different summarization methods was

given.

4.2 Future Directions and Challenges

Despite the time limitations, we managed to go through all the work presented in the
pipeline from the beginning to the end except for the experimental validation of several
prompters(multi-document summarization methods). We consider the Future work as
follows:

e to improve achieved results;

e to add new prompters and implement prompters that were described without
experimental results;

e implement our solution on https://arxiv-search.mipt.ru/.
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