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Abstract

The thesis presengsshopping recommendation system based on metric analysis of clothing
descriptions. The developed system ranks the catalog of cl@hdaffers correspondingems
t o t he u while atshe sameatime, selectitige mosdiverseitems

An algorithm for ranking iglevelopedBased orthe request, the recommendation system
finds thedistance from this request to all documents from the collection of Da¢arequest and
the collection of data are sets of featurBise systenranks the results in accordance with the
following rules: minimizes the distance from the query to the relevant results, maximizes the
distance from the query to the irrelevant resahdmaximizesthe distance between the neat
query results. For rankingeterogeneous Euclide@wverlap Metric (HEOM) of clothes
catalogue itemss used HEOM metric usedlifferent attribute distance functions to measure
distances between objectsnmixed scales.

A dataset of clothes catalogue itensscollected The system, in addition to the basic
attributes giveras text descriptionaf clothing, uses attributes based on expert description such as
fashion, psychological age and attraehessThe dataset has featurgltext, linear and nominal
scales.

The computational erimentshowsthe effectiveness of the proposed algoritiirhe
importance of featuresf the collectionof datais defined A software product demonstrating the

recommendation system in actisrdeveloped.
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Introduction
Research relevanceOnline shopping gains increasipgpularity [L]. More than half (62%) of
US consumers with Internet access now shop online at least once a month, and just 1% say the
never shop online, according to a recent report by Walker §ahdSne of the most popular
shoppingtems is clothingFrom all users buying items online, 63% loéin buy clotheg3]. The
statstics reveal that women are much more likely to research online and buy offline, with 71% of
women doing this, compared to 52% of men T4iere are many online shopping sites: more than
39 000 in 2013 in Russia [Shtudies o clothing ae receiving increasing interastainly due to
the huge market related clothing. In China, the potential market is expected to break 20 billion
US dollarsin 2016[6]. Such huge market prospgcfreatly motivatelothing relevant research.
Recommendation systerhavea significant impact on the improvement of online shopping
services. They usesearching technics that suggest desired or similar clothing features from online
shopping databases. Current systems rely either on shop statsli@lsaf@tive filtering) or on
simple key word matching. These systems do not take into acsacimimportant considerations
as style, fashion, age aimportance of the features fases. In this work we implemented a
recommendation system based on meinalysis of clothing descriptisnincluding style, fashion,
age,text description, pictures.
Purpose To develop a shopping recommendation system. The system ranks the search results k
similarity to the query while, at the same time, sihgcmaximally diverse featureBetermine
the importance of features in mixed scales.
Research methodsFor extracting features, we use algorithms of clustefiogranking, we use
HEOM (Heterogeneous Euclide@wverlap Metric) optimization algorithms We use expert
annotations collected from usd22 women)and presented in nominal scales. A part of expert
annotations is used for system tuning and another part for testing. We analyze the importance ¢
features in mixed scale&or parsing the collectedatasetwe use Scrapy and ntlk library of
Python. For the topic modelling tasks we use gensim library of Pyworvisualization, we use
kivy T crossplatform Python framework for NUlevelopmentFor the final algorithmswe use
Python and Matlab.
Novelty. Developed the rankingl gor i t hm usi ng HEOM metrics t

importance.



Value. Developed shopping recommendation system based on metric analysis of clothing
descriptions, that:

1 ranks metric objects on requests;

1 usesexpert evaluations define importance of features;

1 visualizesresults.

Aspects for the defense
1. The algorithmof the shopping recommendation systesnbased on metric atysis of
clothing descriptionsThe system ranks the search results by similarity to the query while,
at the same time, selectingaximally diverse feature3he algorithms based on HEOM
metric for the mixed scales.

2. Minimax problem Solve the optimization problerAnalyze themportance of features in

mixed scalesexplain the results and give recommendations.

3. Softwareprototype Represent thevorking prototype of theh®opping recommendation

system DEF diagrams of the technical system.
Outline

In thefirst part of thisthesis we presenthe analysis of types of the recommendation system
and the analysis of existing clothing recommendation systérasincludefour main types of
recommendation systems: collaborative filtering, corbarsied filtering, hybrid filtering and
mobile recommendation system#/e describe clothing recommendation systems based on
reasonable computing, concrete attribute, wihing and eleven more technicsmmonly used
in recommendation systems ircemmerce. Based ahis analysiswe buildthe algorithm that
makes use of Heterogeneous Euclid@uarlap Metric and THDF, gradient descent and
sequential quadratic programming optimization methods.

In the second panye presenthe problem statement, the initial hypothesis, the data steyctur
where the dataset consists of 1 text data, 20 liner scales and 14 nominal scales.

In the third part,we present the implementation of the algorithm of the shopping
recommendatiosystemwith a solution to theninimax problem The mostmportant featurefor
usersarédidescri ptionodo, fnaeoy!l facnoth ro@Odd.t ond, Asu

The fourth part containghe block diagram and IDEFO diagrams of the shopping
recommendatin system. The bloeliagram ismade upof seven main blocks and three auxiliary
blocks. The IDEFO consists of two levels of decomposition.

In the fifth part,we performthe computaonal experiment, which definélse quality criteria:
P@20, MAP, nDCG.

The prototype of the system has been el and tested. The system, based on our

algorithm, exhibitdetter results for all quality criteria.
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1. Recommendation systemsachievements and problems to solve

1.1.Recommendation System

Recommendation Systeisa software tooand techniques that provide suggestions for items
to be of use to a user [7]. The suggestions relate to various dewmialong processes, such as
what itemgo buy, what music to listemwhat videotowatclp r  what onl i ne new
is a genaal term used to mean what the system recommends to users.

The goal of a Recommendation System is to generate meaningful recommendations to
collection of users for items or products that might interest them.

Recommendation systems account for one ofrtar parts of €@ommerce ecosystem. They
are a good technigue to enable users to sieve through large information and product spaces. Nea
twenty years of research on collaborative filtering have resulted in a mixed set of algorithms anc
a rich collectim of tools for estimating their efficiency. Research in this sphere brings about a
better understanding of the way recommendation technology may be applied in specific domains
The differing personalities demonstrated by different recommendation algaritiaicate that
recommendation is an extremely complicated problem. Specific tasks, information needs, and iter
domains are individual problems for recommenders together with design and evaluation of
recommenders are to be performed based on the usetadmksupported. Efficient deployments
should start with deep analysis of prospective users and their objectives. On the basis of thi
analysis, system designers have a host of options for the choice of algorithm and for its
implementing in the surroundjruser experiends].

Recommendation systems vary in the way they analyze these data sources to develop notiol
of affinity between users and itemghich can be used to identify wetiatched pairs.

Most recommendation systemsefour basic approache8jf

i collaborative filtering;

I contentbased filtering;

I hybrid techniques

i mobile recommendation systems
Collaborative Filtering Recommendation Systems

Collaborative Filtering (CFYefers to a class of techniques used in recommendation systems
These techniguagcommend items to users that other users with similar tastes have liked in the
past. CF methods are sdlvided intomodetbased andeighborhooebasedapproachesModet
based approaches assume an eahavidreandinducepyogrostic u c

models based on the past ratings of all ysarsontrast in neighborhooebased approaches, a



subset of users are chosen based on their similarity to the active user, and a weighted combinati
of their ratings is used tag@duce predictions for this usgy.
Content-based Filtering Recommendation Systems

Contentbased filtering (CB) is popular in information etrieval. In CB,the text and
multimedia content of documents is used to select docupweiitsha ppl i cabl e yt o a
In the context of recommendati@ystems, this refers to contdrdsed recommeationsthat
provide recommendations by comparing representations of content telling an item to
representations of content that interests a[(@er
Hybrid Recommendation Systems

Hybrid technicaaremethodghatcombinecontentbased and collaborative filtering methods.
Claypool [LO] useshybrid technics vth an adaptive weighted averageeight of the collaborative
component increases as a humber of users retrieving an item inckReasesz ani 60 slllapp
uses user profile as representation by a vector of weighted words derived from positive training
example with the Winnow algorithmSeveral hybrid technics are a classification task. They
incorporate collaborative elements in this task.
Mobile Recommendation Systems

Smart phones, mobile phones, tablets are becoming a primary platform for information access
Therefore recommendation systemgth these technologies can become key tools for mobile
users folleisureandbusinessapplications. Recommendation systems for mobile devicesase
the usability of mbile systems. It can provide personalized and focused coRinéxample, a
mobile recommendatiorystem is one that offers potentially profitable driving routes for taxi
drivers in a city 12].

A recommendation system applicatihas two classes of entitiesers and features. Users
have preferences for certdeatures. The data is represented aslily matrix [12]. It givesfor
each usefeatures pair. Values of the matdgme from an ordered set. It could be either integers
from oneto five or integerszeroandone,which users gave as a rating for the featFegure
1.1.1)

Features
Users 1 2 3 4
1 0 1 0 1
é 1 1 1 1
u 0 0 ? 1
é 1 1 1
n 1 0

Figure 11.17 User ratings matrix, where each aglicorresponds to the rating of user

for itemi.



A popular technique is to constructiality matrix with some cells filled with known ratings.

The goal is to predict unknown ratings. You can use Matrix Factorization to automatically infer
features for both users and items. This technique was useekstidly in the Netflix

The goal of a recommendation system is to predict the blanks in the utility avadrike overall
rating of an item

Before discussing existing recommendation systems, lettnoelucethelong tail phenomenon
that makes recommendation systems nece§saly

Recommendatiain the physical world is simplét is not possible to adapt the store to each
individual customer. For instance, a bookstore will display only the books that are most popular,
and a newspaper will print only the articles it believes the most people will be interested in. In the
first case, sales figures govern the choices, in the second case, editorial judspraesfi4].

The distinction between the physical andlime worlds has been called theng tail [12]
phenomenon. Physical institutions provide only the most popular items to the left of the vertical
line, while the corresponding dme institutions provide the ené range of items: the tail as well
as the popular item4.3].

The longtail phenomenon forces dime institutions to recommend items to individual users.

It is not possible to present available items to the usewadlyghysical institutions can.

CF can perform in domains where there is not much content associated with items, or where
the content is difficult for a computer to analyze, such as ideas, opinions. CF system has the abilit
to provideunexpectedecommendations. It can recommend itemsdhatelevant to the user, but
do not contain contf$nt from the userdés prof
Challenges with recommendatiorsystems

Taking advantage dhe usersusing collaborative filteringpas been made simpleith the
datacollection opportunities the web afforddnfortunately the massive amounts of dadbso
complicate this opportunity. Fanstance although someisers' behavior came modeled, ther
users do nashowtypical behavior. These users c&ew the results of a recommendatgystem
and decrease itffectivenessUserscan exploit a recommendatigystem to favoone product
over another, &#sed on positive feedback on a product and negative feedbaukmgetitive
products A good recommendian systemshouldunderstandhese issues.

Recommendation systems remain an active area of research, with a defigsatéation for
Computing Machineryconference, intersecting several slibciplines of statistics, machine

learning, data miningartificial intelligenceand information retrievals.



1.2.Review of existing clothing recommendation systems

This chaptediscusseseveral existingesearch projecend models relate ®ecommendation
Systems in general and Clothing recommendations ircpkati
Clothing recommendationsystemsbased on reasonable computing

Edward Shen and Francis Lam form MIT Media Laboratdgy}, [created a recommendation
system based on commonsense reasoning technologyrdémmmendation system is a software
agent comprising two sensoesfunction sensoanda style sensor~or any input text, the style
sensor suggests a suit @rwedding or jeans for a moviehd function sensorecommends
swimsuit for going to the beh Both of the sensors provide recommendations by performing
spreading activation in ConceptNdg] with the data in OMCS (Open Mind Common Sense)
[17], and handcrafted templates that provide function and style information for a set of types,
brandsmaterials, and occasions. The accuracy of OMCS wilhhenaertainty.
Clothing recommendationsystemsbased on concrete attributes

Severalrecommendation systems have been proposed based on concrete attributes (e.
weather, magaze data, street photogay, picturesn web).

DailyDressM€[ 18] is a website that tells you what to wear based on the weather. It simplifies
your daily routine of getting ready by using weather conditions in your region to accordingly
suggest suitable outfits.

LookBook.nu[19] is a fashion, youth culture, and community website. It was inspired by
street fashion website and gk such as the The Sartoriafi20] and designed for users to post
their own streetashion photography, featuring themselves and their outfits.

Those sgtems only recommend somembinations of garmen&s references to improve
fashion sensef people They give different persons the same suggestion without using their own
items. This leadgo a problem, in most cases, evelyou think the suggestion ggreat for you,
probably, you do not have those itefos the same style items) in your wardrobe. It makes the
suggestiomot particularly valuable

Style for Hire[21], a fashion startup elmunded by celebrity stylist Stacy London and Cindy
McLaughlin.Aim of the system ito helpthe masses master the art of their own personal style. It
allows users to fin@n experiencesdtylist in their city to help them choose clothing for a special
event, or more. Users can search for stylists by type of style amd s t y |goabid t@help
clients think about how to invest more strategically in their wardrobes, considerifuecostar,
saving and spending habits and ultimately, to develop a wardrobe that is workable and wearabl

for any age, body type, lifestyle or budget.
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Clothing recommendation systems based on Web Mining

Zeng's [2] system utilizesveb-miningt ec hni ques to trace the <c
and learn his/her ufp-date preferences adaptively. In order to provide decision support for
customers, ongvay to overcome the above problem is to develop intelligent recommendation
systems to provide personalized information services. Based on these techniques, the system c
trace the customer 6s s ho fopdatepgefeterecdsadaglhor and

The recommenation process consists of three phases as shown in filg@dré After the
necessary data cleansing drahsformationinta he f or m usabl e in the
preferences are mined first in phase 1.

In phase 2, different association rule sets are mined from the customer purchase databas
integrated and used for discovering product associations between products. In glesgsiem
usesthe match algorithm to match customer preferences and prassmtiations discovered in
the previous two phases, so the recommendation products list, comprising the products with th

highest scores, are returned to a given target cus{@3jer

Data cleansing
Click Stream < and transformed

u €r

Product Analyze Purchase
Database
. atabas
Acquiring the
A reference
o’fﬁ c‘@ P Weh |ng
e g, Customer analvain
"5% “ Preference analyzng
G Mining (2) Discovering
Product
associations
Yd
Matching, Pm. U(.:t
. association
Alogrithm . .
m]mng

(3) Producing the
recommendation

Recommended
Products List

2

A\
Target
Customer

Figure 12.17 Block-diagramof theclothing recommendation systetmased on Web Mining
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There areothers types oflothing recommendation systetnased on

T the

Awi sdom4,of

crowdso |

i web usage mining and decision tree inductsj, [

i multimedia mining 26],

i knowledge base of product semanfizg,

i photographs fronfashion magazine2§],

i active learning strategy9],

i middlelevel clothing attributes from a picturgd],

i analytical hierarchy process (AHR31],

i amodified Bayesian networld7],

i mining visual elements of different fashion styl88][

I scenarios34].

In the Bble 1.21, we show the leadingecommendation systensf E-commerce[35].

Descriptions of the recommendation technologies and types of finding recommendations are

in [35].
Table1l.217 Recommendatiosystems in EEommerce

Business/Applications] Recommendation | Recommendation Finding

Interface Technology Recommendations
Amazon.com
Customers who Top N List Item to Item Organic Navigation
Bought Correlation

Purchase data

Eyes Email Attribute Based Keywords/freeform
Amazon.com Delivers| Email Attribute Based Selection options
Book Matcher Top N List People to People Request List

Correlation
Likert

Customer Comments

Average Rating

Text Comments

Aggregated Rating
Likert

Organic Navigation

Text
CDNOW
Album Advisor Similar Item Item to Item Organic Navigation
Top N List Correlation Keywords/freeform

Purchase data

12




My CDNOW

Top N List

People to People

Organic Navigation

Editor 6s

Correlation Request List
Likert
eBay
Feedback Profile Average Rating AggregatedRating | Organic Navigation
Text Comments Likert
Text
Levis
Style Finder Top N List People to People Request List
Correlation
Likert
Moviefinder.com
Match Maker Similar Item Item to Item Navigate to an item
Correlation
Edi tords
We Predict Top N List People to People Keywords/freeform
Ordered Search Correlation Selection options
Results Aggregated Rating | Organic Navigation
Average Rating Likert
Reel.com
Movie Matches Similar Item Item to Item Organic Navigation
Correlation
Edi tords
Movie Map Browsing Attribute Based Keywords/freeform

To summarizewe have different combinations of clothing recommendation services. Most of

them use separately features from pictures, text, expert assessors. In thigentoyko combine

all features together and analyheimportance of features based on expert assessors.
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1.3. Technology Requirement

For developng shopping recommendation system based on metric analysis of clothing
descriptionswe usemathematicablgorithms andechnologies. In this chapter, wauld like to
introducethem.

Euclidian Distance Function

¢

% efn 0w ()
wherex andy are two input vectors, amtis the number ofeaturesn theapplication.
Heterogeneoustuclidean-Overlap Metric (HEOM)

One way to deal with applications with continuous and nominal attributes is to utilize a
heterogeneous distance function that makes use of different attribute distance functions ol
different kinds offeatures One approacluses the overlap metric for nominal attributes and
normalized Euclidearistance for linear attributef86]. The following function defines the

distance between two valuesindy of a givenfeaturei as[36]:

ph Ed GEOT ET hx1
A o i OAOWAIBEDI | BNl Al 2)
AE &8

Unknown attribute values are handled by returning an attribute distance of 1 (i.e., a maximal
distance) ifeither oneof the attribute values is unknown. The function overlap and the range

normalizeddifferencediff are defined ag36]:

T EE G
FOAOWAD & i 5EAGxEOA 3
o % Gs

ABBE TP )

wheremax andmin are the maximum and minimum values, respectively, observed in the training
set for attribute. This means that it is possible for a new input vector to have a value outside this
range and produce a difference value greater than one. However, suchreases, and when

they do occur, a large difference may be acceptable anyway. The normalization serves to scale tl

attribute down to the point where differenceswseallyless than on{86].
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The above definition fod; returns a vime which istypically in the range 0..1, whether the
attribute is nominal or linear. Ehoverall distance between twwossibly heterogeneous input
vectorsx andy is given by theHEOM (X, y) [36]:

( %/ i 0 ohd 8 (5)

fAThis distance function removes the effects ofrdr@lomordering of nominal values, but its
overly simplistic approach to handling nominal attributes fails to make use of additional
information provided by nominal attribute values that can aid in generalia§86h
TF.IDF

Frequencylnverse Document Frequen¢TF.IDF) is amathematicastatistic that is mearnd
show how important a word is to a document in a collection or corpus. Many researchers use it a
a weighting factor in information retrieval and text mining. The TF.IDF value grows with the
number of times a word appears in the document, but is bifgbe freqiency of the word in the
corpus. It meanthatthe frequencyelps to deal with the fact that some words appear thare
one timeg437].

TF.IDF is the product of two statistics, term frequency and inverse document frequency.

TF stands fotermfrequencythe number of times that temnoccurs in documert.

IDF stands for inverse document frequency, which means the amount of information the word
provides, whether the term is common or rare across all docuriténthe logarithmically scaled
fraction of the documents that contain the word, obtained by dividing the total number of
documents by the number of documents containing the term, and then taking the logarithm of the
quotient[38].

48 $EXO 48D $&OS8 (6)
4 &HQ : h $ &0 ‘|'|'—%$’Os 8 7
B ¢ ) sQO 0 s )

where
Osis atotal number of documents in the corpus
sQ 0 0 s-number of documents where the tetrappear§whent 1)
Cosine similarity measure
L e txamsly 1 n-dimension vectors. Then cosine similarity measure:
B ww oh

#1 O3 & S 8
8
B OB G S5 B85 I €))
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Gradient descent
fGradient descent isia@ptimization algorithmTo find a local minimum of a function using
gradient descent, one takes steps proportional to the negative of the gradient (or of the approxima
gradient) of the function at the current point. If instead one takes steps proportional to the positive
of the gadient, one approaches a local maximum of that function; the procedure is then known as
gradient ascen39]:
Qonda © ah 9
"Qw © I'NHE Qw8 (10)

If f(x) has gradientthen we can use gradient descentlefinea minimum of the function
(table 1.3.1)
Table 1.3.1 Gradient descent algorithm

input: Qda © =
output: optimumx
1) repeatw W _ J3Qw ,where_
- const('Qw T differentiable, bounded above or strongly convex wihsts),

- decreasewith fractional stefwhenconstmethod does not work)

- _ AOCIcRI _O'Qw  (steepest descent method)

2) if thestopping criteriorholds then output v
Stopping criterion:

1) ) Ph

2) "Qw "Qw 7,7 T const

Sequential quadraticprogramming

Sequential Quadratic Programming (SQPansffective methodor the numerical solution
of constrained nonlinear optimization problemdslbasedn a deep theoretical foundation and
provides influential algorithmic tools for the solution of largscale technologicallyelated
problems The SQP methodk definedas a overview of Newton's method for unconstrained
optimization. A number of software packages (NPSOL, NLPQL, OPSYC, OPTIMA, MATLAB,
and SQP) are based omstpproach[40].

16



We consider thapplicationof the SQP methodology to nonlinear optimizatproblems of
the form:
i ET ENCgU A
I OAOs

Qw 1
where'@s  © a is the objective functional, the functioin © a and@a © a describe
the likeness and difference constraints.
Thenonlinear optimizatioproblemsconsist ofinear and quadratic programmipgpblems, when
fis linear or quadratic and the constitefunctionsh andg are affine.
Using these algorithms and technics we implement shopping recommendation system base

on metric analysis of clothing descriptions

17



2. Problem statement, the initial hypothesis, the input data

2.1.Goal setting and initial hypothesis

The goal of tis research work is to develop shopping recommendation system based on metric
analysis of clothing descriptionEhe recommendation system finds clothes similar to the queries.
Similarity is definedas a minimum distance betweemaery and response¥/e also try to
maximize thedistance between relevant responses. The maximum distance between relevan
responsesllows users to find relevant clothes with maximum difference within a minimum
distance to query.

We propose the hypothssthat clothing descriptions (features) have different importance
(different weight). It is not necessary to take into account all features to recommend users simila
clothes. Most probably people look at several features and, based omiiartheiidecisions to
chooseclothes.

In fig. 2.1.1, we showa blockdiagram of the shopping recommendation system based on

metric analysis of clothing descriptions.

a simple user query

clothes description Lo
T . icture- .
price k similar P : | similar
color- user choice
,| responses to the user responses to the usg
query choice(1 picture
(k pictureg (I pictureg

N | AN | e

| stage Il stage

Figure 2.1.1' The blockdiagram of the shopping recommendatiystem based on metric
analysis of clothing descriptions

| Stage

1. Auserwritssa garmentescriptionFor exampl e: Al woul-dress i k €
with blue buttons from Russia.

2. Theuser chooses price and colflfm56 3 ®M ueEo m
128a0@d Aredo respectively.

3. The system find& similar responses to the user quéihge system extracts features from
the textof theuserquergs nd compares the f eat ufeamresin i P
the Dataset).

4. The systenshowsk pictures to the user.
18



Il Stage

Most often, Stage | does not provide sufficient information iaiginecessary to clarify the

query.

1. The user chooses onetbkk pictures from | Stage.

2. The systeniinds|, similarto the picture, result§éhe system compares the document with
the chosen picture with all documents in the dataset. Compaasson 35 featurgs

3. The system showldinal pictures to the user.

19



2.2.Data structure

In this sectionwe describethe structure of the dataset for the shopping recommendation
system.The datasdatems use 37 features, includig@ linear scales, 16 nominal scales and 1 text
scale (table 2.2.1).

Scaleis analgebraic structure with a given setapferationsand relatios that satisfies a
fixed set of axiomsn statistics and quantitative research methodology, various attempts have
been made to classify variables (or types of data) and thereby develop a taxonomy of levels of
measurement or scales of measdfg. |

Nominal scaleis a finite list of symbols.

Linear scaleis ordinal scale wittoperationsaddition and subtraction.

Table2.2.1i Dateset featuralescriptionof the shopping recommendation system

# Feature Scale Example

1 Type nominal e 1 &zOlIs+ w

2 Subtype nominal e I v Offzz® s+ w

< Price linear, Y [ 0ée+D]

4 Color nominal e BJYdJdor?2

5 Description text, 1 1 dzOlIs+ § Savage G
CtsdzistcOMIsdz d3d tolz
9" f sdzdzj dzO dsuc d €3t |
rd so0dzq: f tod 1€ @Gdz
Ctezeadzr 2 o7 tejL .

6 Photo picturg » SAO004EWCJIH70.jpg

7 Brand nominal Finn Flare

8 Season nominal e 4 3dmd L sdz

9 Collection nominal e 1§ mpdzPls ts

10 Country nominal e {t smmdw

11 The length of a back| linear, Y [ 06€200]

12 Sleeve items linear, Y [ 0é€200]

13 Clothing items nominal e ftotsL tcOydzetsmls

14-30 | 17 materials linear, Y [ 0é€100]

31 Article nominal e SAO04EWCJIH70

32 Evening dress nominal e {0,1}
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33 Everyday dress nominal e {0,1}
34 Modest dress nominal e {0,1}
35 Catchy dress nominal e {0,1}
36 Adult dress nominal e {0,1}
37 Youth dress nominal e {0,1}

To get thatems datasetve used several technicardt, we used the crawler to look through the

Web pages of ctine merchantsSecond, wextract all relevant informatio(such as separate
parameters and their values, photos and short text description for every product). We get the ra:
database for further analysis.

Crawler. The program uses the Scrapy library for Python and allows to look through all of the
relevant webse links starting from the start url. When it opens the link with the dress description,
it starts looking through the HTMtode extracting information by rules written in XPath
language (fig. 2.2.1). This information is automatically being saved in-{i&¥s the database
(the fragment is shown in fig. 2.2.2).

Mnatee LOST INK. LOO19EWDDAS5, KynuTh 3a 3 290 py6. B uHTepHeT Mmarasunel - Mozilla Fire’ E=&ru

1. Language Processing... X | [fl EWeé pa3npo ckpuH... X% MNMnatee LOSTINK.L... %

€8 v & | [Q romck a3 A e ® =

LA RS SR B nereHaapHom paitore West-End. OcHoBHas u‘:‘
IMapku 370 "[JocTyNHas POCKOLL" - COYETaHME YNUUHOM MOALI C 3KCKIO3UBHOCTLI0 ByTuka. OB
\BHUMaHWE: NOCazKa BuibpPaHHLIX MOGENeR HEMHOrO NPOCTOPHEN 0BbHOro. ECnK Bel Mpeanouw
> 4 & » :sonee MACTHYIO MOCaAKY, PeKoMeHayem auﬁ;}arb Mogenk Ha pasmep MekblLe Balliero 0BbLMHOT
E é é & > Jpasmepa. 3a Gonee nogpobHoit uHgopMauuein obpaluaitTtecs B cnyx0Oy noagepkku. MNnatse ¢
ho6kon-knew or LOST INK. BbiMONHEHO 13 rMagkoro TeKCTUNSA C pasHOLBETHLIM LIBETOUHbLIM Y3C
“ 2 " ‘Netanu: v-06pasHLIf BLIPE3, HArPYAHbIE BETAUKN.

Kak ocpopmuTh 3axa3 [ocraeka Boaspar 3agate sonpoc [Momouls

- LE] € ) )= (Koncons HTML CSS Cuyenapuit DOM Cets Cookies‘FirePath'

Top Window ~ | Highlight XPath: v | html/body/div[3)/div/div[2]/div[2]/div[1]/div/div[2]/div/div[2]/div/div/div/p|
@ <01V Class= Leble__Ton > )
@ <div class="table__row">
B <div class="table_ cell"> IR
& <div class="product-content js-popup__adapt-height" data-min-height-4-popup="180"> ‘,‘
= <div class="product-content__sheet">
<p class="product- e -
ctontent__p* itemprop="description”>L05T INK. poawnca B camow cepaue flonaoHa B
# <table class="product-content__table">
</div>
</div>
</div>

= v
g PN ERVEN
m i " y v
. 1 matching node

Figure 2.2.1 HTML -code analysis for XPath usage
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LibreOFfice Calc ERru = (1:53) = 17:30 & %
= _

@ n, P- OTKpbITE  ~ m COXpaHuTb 13 &, OTMmeHuTL * = n 7

filter.py % dress.py ¥
m 1# -*- coding: utf-8 -*-
L2

i ‘ 2 import scrapy

B 3
w 4 class Dressltem(scrap z
L »,J 5 € dataset.csv - LibreOffice Calc
SN 6
F 7 ®ann [MpaBka Bwua Bcraska ®@opmat Cepsuc [aHHble OKHO CnpaBska
8
‘ 9 18 v fw X = [
10 Pr A | B8 [ cC ] D | E I F | H ] | J I

Tun MoaTun Liexa Liser @ovorpacua BpeHg Ce3oH Konnexkuus  OnuHa no cneinuHa pykass /
Mnatbe Basavbie i 2390 Gexesbint /ipi2.Imcdn.rw/img Love Republic 3uma OceHb-3uMa 91 69L
Mnatbe BasaHbie N 1670 couonerosbiin //pi3.Imedn.rw/ime Zarina 3uma OceHb-3uMa 83 4927
Mnatbe BasaHbie N 650 cuHmiA //pi4.Imcdn.rw/img Sweewe 3uma OceHb-3uma 85 61¢
Mnatbe BaAsaHbie N 975 rony6on //pi0.Imcdn.rw/ime Savage 3uma OceHb-3uma 84 58/¢
Mnatbe BsazaHbie N 995 Benbiit /ipit.Imedn.rw/img Dorothy Perkins  3uma OceHb-3uma 82 64L
Mnatbe BnAsaHbie n» 995 cepbint /Ipi0.Imcdn.ru/img Sweewe 3uma OceHb-3uma 82 12¢
Mnatbe BaAsaHbie N 1030 cuHuiA /Ipi4.Imcdn.rw/img Camelot 3uma OceHb-3uma 67:C

Mnatbe BasaHbie N 1070 yepHbiin /Ipi4.Imcdn.rw/img Befree 3uma OceHb-3uMa 80 S5
Mnatbe BasaHbie nr» 1180 yepHbii //pi4.Imedn.rw/ime Camelot 3uma OceHb-3uma 88 68!C

##|

ol

- 20 from scrap| 11 |Mnatbe BnsaHbie n/» 1190 Genbiit /ipi1.Imcdn.ru/img Sweewe 3uma OceHb-3uma 77 59¢
21 class CsvI| 12 |Mnatbe BsasaHbie ni® 1190 KpacHbIf /Ipi0.Imcdn.rw/ime Dorothy Perkins  3uma OceHb-3uma 80 63L
7 fi| 13 |Mnatbe BaAsaHbie 1190 yepHbin /1pi0.Imcdn.rw/ime Ginger+ Soul Mynetn  OceHb-3uma 88 46C

23 14 |Mnatbe BnAsaHbie ni» 1199 yepHbin /Ipi4.Imcdn.rw/img Modis 3uma BecHa-neto 87 47\

24 from scrap 15 |Mnatbe Bssaubie n» 1250 Genwin /Ipi3.Imcdn.rw/img Befree 3uma OceHb-3uma 80 S55E
5 #from scrajo|natse Basansie np 1250 uepHsi //pi2.Imcdn.ruw/ime Jennyfer MynsTn  OceHb-3uma 81 59.J

17 |Mnatbe BaAsaHbie ni» 1270 YepHbii /Ipi3.Imcdn.rw/ime Jennyfer 3uma OceHb-3uma 83 734

el 26 |18 |Mnatbe BnAsaHbie ni» 1320 Genwin //pi4.Imcdn.ru/img People Mynstn  OceHb-3uma 90 60F
u 27 class Lamo[ 19 |Mnatee BasaHbie ni» 1320 uepHbin /Ipi4.Imcdn.rwime Savage 3uma OceHb-3uMa 90 58'¢
20 |Mnatbe BsasaHbie N> 1340 yepHbin /ipi2.Imcdn.rw/im¢ Vero Moda 3uma OceHb-3uMa 87 47\

Figure 2.2.2 The fragment of database extracted by the crawler
In order to make the database more convenient and ready to use we/bdddan its structure
and change some parameters (to divide the chart of parameters from website into separate on
with defined values).
Some of the extracted parameteas not be used before processifg the second step we
write additionalcodeto process all data. It divides complex parameters into paraiwedtes pairs
and extracts useful information from the text description (we use frequency analysis for this
purpose).
After the clearup changes, ware providedwe get avell-composedready tousedatabase.
The database consists4#35items eachitem contains31l featureqtable 2.2.1)
Then, we usexpert annotations collected frord @omen and presented in nominal scales:
- Evening dress/Everyday dress
- Modest dress/Catchy dress
- Adult dress/fouth dress
Each woman looked at eatkma nd mar ked #A00 or A10 i n t
before. A0O0 mean singgatigeirdsponse. r esponse, Alo
Finally, the dataset consist of 37 features and 448%
For database representation, veee used CSV (Comma Separated Values) format that is

the most common import and export forrf@tspreadsheets and databases (database.csv).
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2.3.Problem statement

In this sectionwe present a formal definition of the problem statement of the shopping
recommendation system based on metric analysis of clothing descriptions.

The initial dataset contains the set of pairs of migegle data:

ofu don ' FOEIAA ERRRM G of it

e v R T the objectfeature matrix for the dataset o MR  he ~ V&7 vector objects
relevantwhereN 41 8 1, T an object space.

Objects are in mixed scales wametric d:

gy VO g h (11)

I d o hw h (12

wheren i a number of features, i coefficients (weights) of the featurgsThe higher , the

more important feature.
Statement 1

As d is a metric it followsQ 1 Asi o ho mih follows | ™WLet s nor m

B @ p8

| h (13)
@ ph (14)

wherel @ o isadistance between vectoxs x; on the feature.
We have three types of scales: nominal, linear and text. Falefieingi @ fw , we use

Heterogeneous Euclide#@wverlap Metric (HEOM):

AE B> O 1 E1GRD A
Lok T OAGL RDROD 111 EQARI A 15
OEin o Fon OAGBAI A
. ) WS .
A E &b YR dmh (16)
e o EAT MOA® h
[ OACh KD i OEAGx EOA 1
Lo PR ¢V 1 ¢ &)
OE W hw AOAA}+O—38 (18
W $HW §

The functionA E &b is determined by normalized difference between two values of
featureq.
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The range of the resulting functi@his less than or equal to theusge root of the feature

number.

Q ohd v TE 8 (19)

We need to find relevant responses from a querymékimum distances between responses.

The problem statement is to define vector vector of weighs, with following conditions:

1) to minimize sum of distances betwesequery and relevant responses;

2) to maximize sum of distances between a query and ieetesponses;

3) to maximize sum of distaes between relevant responses.

T AOCT ET Qofdh

|:u N Y

Ly

AOCI Ag Qwhh (20)
N Y

Ly
IAOCI A@ Qwho h
Vi R

wheremi a number of objects in the dataskt,is a aceof relevantresponses! is a space

of irrelevantresponsesy, \, y° &reresponses.

Let
B vy Q whod
/e . 21
5 ER s (21)
a
B .y Q owhd
NE . 22
6 Ve X1 % @
a
C:B RoNY Q d)F(A’)
. ME® 0s1's ps (23)
0 - 8
a
The valueof 6RO ¥ 1ip , thereforewe can rewrite:
AOCioBTh
> OB A O CiéAah (24)
AOCiohes
Supposethat AT ThOO
6 ) Op 0 _By ol A® (25)
Therebythetask is tosolve optimization problem, tind a maximum of théunctionf(» ):
Q) &) Op 6 _H ) O A® (26)
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2.4.Data preprocessing

The next step is to prepare data and a filter that can sort the positions in the database accordil
to the userod6és request and chadewm® every posi
Stopwords

We have used Wikipedipd2] to collect function words. We havaterjections particles,
prepositions, pronouns, question words and unions (table 2=d)y type of function words
saved as txtile.

Table 2.4.1" Stopwords

Functionwords Number
Interjections 302
Particles 151
Prepositions 189
Pronouns 38
Question words 16
Unions 141

A dictionary and a corpus

As was mentioned in table 2.2.feature #5 typically consistsf several sentence&or
instance N} BovbBgeisdzzetsets Yo jIsO M CtdalstcOMmisdzr dzd ok
BYGEeCBets IsredlE@ddoy . tcdIlsOdzy dzdz” 2 SCtets?2, Cwlkzedzr 2

It is useful to compare descriptions from database with the queries. Farabig we create
a dictionary. We offer the followingotution for this case. Thgensimlibrary for Python isa tool
to realize unsupervised semantic modelling from plain text. It allows us to build a frequency
distribution of words for any plain text.

There are4435 documentgitems) in the dataset. Therefore, we have a corpus of 4435
documentsFirst, tokenize the documents, remove punctuation, spaces, stemming each word in
the document. For the stemming procese Python library snowballstemmer.

Next,remove common words, usitige stoplist from stopwords, mentioned before, as well as
words that appear once in the corpus. Tmvwert documents to vectorsise a document
representation called bamf-words. In this representation, each document is represented by one
vector where edrvector element represents a woe@etition number of word in the document
pair. The mapping between a word and its unique ids is called a dictionary. Here we assigned
unique integer id to all words appeayim the corpus from thgensim library. Thisweeps across

the texts, collecting word counts and relevant statistics.
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In the end, we get 1424 distinct words in the processed corpus, which, id2shsnumbers
(1424D vector) represent each document.

There is a dictionanf o r {f ts6zdz H dzd .7, dparis: 927, 'ts ¥ j t6d0BZ {f t:(46
fats B to'CR27Ta3 ] to s " t8BfHYE 3.

There is a corpus for the first document: [(0, 1.0), (1, 1.0), (2, 1.0), (3, 1.0), (4, 1.0), (5, 2.0),
(6, 1.0), (7, 2.0), (8, 1.0), (9, 1.0), (10, 1.0), (11, 113, (.0), (13, 2.0), (14, 1.0), (15, 3.0), (16,
1.0), (17, 1.0), (18, 1.0), (19, 1.0), (20, 1.0), (21, 1.0), (22, 1.0), (23, 1.0)]

Summarize, we have the dictionarydictionary.dict and he corpusfor each documerit

dictionary.mm
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3. The implementation of the algorithm of the shopping recommendation
system
3.1.Expert evaluation

In the thesiswe have twenty two experts (women) to evaluate six nominal feattvering
dress, Everyday dress, Modest dress, Catchy dress, Adult dress, Youtiaesggone epert

evaluate 200 documents and one expert evaluate 235 docunietds$. evaluation: 4435
documents.

Information about experts:
- women;
- 20-27 years old;
- studentf engineering science and humanities;
- Russian.
The task is to read 31 features of each documents and evsixat®re ones based on
information from 31 features.
In thetable 3.1.1we showthe esults of the evaluatien

Table 3.1.1 Results of the evaluations

Evening Everyday Modest Catchy Adult Youth
dress dress dress dress dress dress
#Ht 1458 2977 2467 19683 1802 2633
sum 4435 4435 4435

There are 1458 evening and 2977 everyday dresses, 2467 modest and 1968 catchy dresses, 1
adult and 2633 youth dresses. The total number of dresses is 4435.
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3.2.Heterogeneous Euclidan-Overlap Metric

In this section, we calculate the distances between request and responses in mixed scales, us
HEOM. There are three different types of scales in the dataset: text, nominal L@iasart with
Stage Il (Figure 2.1.1). The request in Stage Il hase8tufes: 1 in atext scale, 20 in linear
scalesand 14i in nominal scale

Using HEOM metric, we calculate a distance between a query and all documents in the datase
Then, using the ranking, we sort the results. The responses with minimum dissaiheemost
similar with the query in Stage II.

As was mentioned in (12& metricd for our case

Qoo | Qbbb 8 (27
Let| p £IAQ MUN plo v.
As you can see, we did not u stk HEQMmetricc at ur

Text

First, tokenize a reque$ttext column, remove punctuation, spaces, stemming each word in
the documentUse libraryi snowballstemmer in Python. Next, we remove common syarsing
the stopwords. Finallyyse a modulé similaritiesi from gensim library to find cos distance
between the request and each document in the datiasean equation (18For each requesget
a vector. A vector have a dimension: 4435x1
andadocumentn t he dataset ar e veriyvergdifferent. ar i n t
Linear scales

For 20 linear features of a requesticulate a linear distances between corresponding features
of the request and each document of the datdsetan equation (16

In a result, have a vector of distances from the request to each of the document in the datase
A vector has dimension: 4435x20. Each wvalu
document in the dataset are very similar in terms of eaclrlinef e a tiweryedifferetl o
Nominal scales

For 14 nominal features of a request, calculate a nominal distances between correspondin
features of the request and each document of the datias¢he equation (17).

In a result, have a vector of distances from the request to each of the document in the datase
A vector has dimension: 4435x14. Eachvalugasl . fi00 means that the
in the dataset are very similar in terms of eagcinalfeatur e , 1 vieéry different.

Using (27, calculate a metrid.
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3.3.Parameters of g@timization models

This section describes models of optimization models and finds parameters.

We can calculate a metrid. 1 would like to remind you that we assumed that
p £IAQ UN plo v.

In accordance with the Problem statemer2. 3 we need to solvainimax problem and define
vector » as mentioned in (20) and (26).

According to (26), we have to find a maximum of the funciton .

It is anoptimization problemE-or solving the problem, we use several optimization algorithms
agradient desceraigorithm and a sequential quadratic programming method (SQP) for nonlinear
optimization.

For a gradient descent algorithm, we need to fiadial derivatives for each

First, we find dunction™ Q) . We have:

Q) 6» Op 0 _D ) (28)
Qe 6 » JOp 0 0) D) ee _D (29)
Using (21), (22), (23)28)and sipposet hat: a =1
Q) 6» Jp 0 0 ) (30)
Qe 6 » Op 0 6)» D) e o= (31
a Ne® s
5p —FP 5 3 Ry _D (32
a Ve ¥ s -
S oy
e o) | 3 who

N

EOs1 018 P ¢ .,
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- R:) 11 o)
11 a WE B s e,
u & 1 ¢OB | d ohw o
J2p , \f o) 3 oo ‘_p o)
a MM s, e 31 ¢
o) 3 ohw O
" (33)
i o
T T -0
aXexR e, ¢OB | d »hw
. e Ul
C I who R
3‘ ) |,|
eQNWIe P .y coB LA ef |

ATAQ AN plo uvh

wherem is a number of objects in the datasets number of features]

responses

Is a space of relevant

is a space of irrelevant responsgsy’, \° 4reresponses.

For defining relevant and irrelevant responses, apexpert assessmem{n expert assessed

relevant and irrelevant responses, when p foranyn N plo v. There arevaluations of 200

queries with 20 relevant and irrelevant respon$berefore there are200x20=4000i power

sampling Split the queries into twalifferent groups: 100 querigsfor a learning set and 100

queriesi for testing and evaluatingpft the queries randomly and repeat it 10 times.

To find the maximum, we take into acco(b8) and (14):
| B & p
In the result, get A @)

for 10 learning sets (table 3.33.3.2 figure 3.3.).

Table 3.3.1 Maximum values ofQ» for 10 learning setfradient descent)

#H Q) | ## Q) # Q) Ht Q) Ht Q)
1. |0.2762 0.2754 |5. |02908 |7. |0.2676 |O9. 0.2809
2. [0.2684 | 4. |0.2744 0.2768 | 8. |0.2948 | 10. | 0.2948
Table 3.3.1 Maximum values ofQ» for 10 learning sets (SQP)
#H Q) | ## Q) # Q) # Q) # Q)
1. |0.2815 0.2850 |5. |0.2814 |[7. |0.2849 |o. 0.2856
2. 02814 4. |02826 |6. [0.2835 |8 |0.288 |10. |0.2826
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Maximum value ofQ» :

Optimization, using Gradient descent metlodA'@» | A@» | T8 Ymmdip mp

Optimization, using PQS method:A'@» | A'@) |1 T Yox®dingo

Mean value of two optimization methodsA™@» | A@» | T8 Yp WBITY T
0.295 —

==@== max(f(alpha)), gradient descent

= = = mean(max(f(alpha))), gradient descent
0.29 === max(f(alpha)), SQP

- = = = mean(max(f(alpha))), SQP

0.285

2 e

f(alpha)

0.275

0.27

| | | | | | | | J
2 3 4 5 6 7 8 9 10
# of learning sets

0.265
1

Figure 3.3.1 Maximum values 0iQ» with Gradient descent and SQP optimization methods

As you can see, SQP optimization method is more stable than gradient descent method for different learning sets.



3.4.The importance of features in mixed scales
We solved the optimization problem and found th&Ve can draw graphs of a coefficient
is a value. The higher the value of the coeffici@nts the more importarthe appropriate feature.

In table 3.4.1you can see order features for the graphs.
Table 3.4.17 Features of the shopping recommendation system

# Feature Scale Example

1 Description text, 1 1 dzO IsSavages ts dziz Byt @ O dzls to O fr]

k¢ Oo Qdsch j dr'r f ts dzdz] LdE®Y & §
sted S s Pl Ofdmd Is O dz§ gl ¢

9 tejL
2 Price linear, [ 0Oée+D]
< The length of a bag linear, [ 0é200]
4 Sleeve items linear, [ 0é200]
5-21 | 17 materials linear, [ 0é100]
22 Type nominal,e |1 dzOIs+ W
23 Subtype nominal,e |1 W L Offlztz®Is' w
24 Color nominallLe (B J Y J o' 2
25 Brand nominal,e | FinnFlare
26 | Season nominale | § &3 Mj L tsdz
27 Collection nominal,e |1 j fpdizPls s
28 Country nominal,e |[{ s dw

29 | Clothing items nominale |[f tesL tc O ydets s

30 Evening dress nominal,e | {0,1}

31 Everyday dress nominal,e | {0,1}

32 Modest dress nominal,e | {0,1}
33 Catchy dress nominal,e | {0,1}
34 | Adult dress nominal,e | {0,1}
35 | Youth dress nominal,e | {0,1}

In fig. 3.4.17 3.44 you can see results of different optimization methads. fig. 3.4.1we
used a gradient descent optimization metfuwden random learning set$ et is100 queries).
On fig. 3.4.2 we used an Sequential quadratic programming method for the ten random learnin
sets { set is100 queries). Fig. 3.4.3 and 3.4.4 shows stahdaviations of the ten learning sets

of the two optimization methods.
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Figure 3.417 The importance of features in mixed scal@ésadient desceht
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2) Sequential quadratic programming
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Figure 3.427 The importance of features in mixed scaf®equential quadratic programm)ng
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AnalyzeFigure 3.4.1' 3.4.4 we have numbers of importance feattable 3.4.2)
1,4,16,17, 21, 23, 24, 25, 26, 27, 28, 32, 33
Table 3.4.2 The important features

# Feature Scale Example

1 Description text,1 1 dzOIs* § Savage G tsd
CtsdzlstcOMmls dz" d3d clzC O
or fsdzdzj 20 dL B ES G
ftoedlsOdzj dgdz" 2 Ctets?2, ¢

4 Sleeve items linear, Y [ 0€6200]

16 Acrylic linear, Y [ 0€6100] %

17 Cotton linear, Y [ 0€6100] %

21 Polyester linear, Y [ 0€100] %

23 Subtype nominale |l v L Offlzlz® s w

24 Color nominalE |[BJ XY J o' 2

25 Brand nominal,e | Finn Flare

26 Season nominalle |1 J i3d MJj L 5dz

27 Collection nominale |1 j ipdzPls 5

28 Country nominal,ke |t sfmdw

32 Modest dress nominal,e | {0,1}

33 Catchy dress nominal,e | {0,1}

It was predictable that text description was the important fedtiar@ever it is interesting
that users look acrylic, cotton and polyester materials. Color and brand, season and collection,
country and style are important to people. You can see that price, other materials and length of &

sleeve are not important factors for user request.
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The most important feéares(table 3.4.3)

1,16,17,23, 24,25

Table 3.4.3 The most important features

# Feature Scale Example

16 Acrylic linear, Y [ 0é6100] %
17 Cotton linear, Y [ 0é100] %

In the result, the most important features for users are description of the clothes, proportion:
of acrylic, cotton; subtype of the clothes, color and brétndeans that sersdo not needook at

all features, they can decide based on several features
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4. Block diagram of the shopping recommendation system

In this part, wedevelop a functional diagram of the shopping recommendation system based
on metric analysis of clothing descriptions

4.1.The block-diagram of the shopping recommendation system

For thedevelopment of the shopping recommendation system, it is necessary to develop &

block-diagram. The block diagram gives you understanding of the algorithm and structure of the
whole system.

Text description
User Request 1 Price
Color
Preprocessing
Data Algorith
Troduct Corpus | Dictionary s
Database ‘
Matching
Algorithm 1
Recommended e
documents
Documents 1 :
(pictures)
One
User Request 2 document
(a picture)
Matching
Algorithm 2

User
24 O
[ similar Recommender
documents Documents 2

Figure 4.1.1' The blockdiagram of the shopping recommendatigstem
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The blockdiagram consistof seven main blockand three auxiliary blockgable 4.1.1)

Table 4.1.1 Description of the blockliagram

UserRequest 1

A user writes a request: text description, choose price and

Preprocessing Datdgorithm

The algorithm processes a query of a user

Matching Algorithm 1

The algorithm compares the query and documents in a d;

(3 features)

Recommended Documents |

Results’ k ranking similar documents

User Requests 2

The user chooseme similardocument

Matching Algorithm 2

The algorithm compares the queftye one documentand

documents in a dataset (35 features)

Recommended Documents |

Results | ranking similar documents

Product Database

dataset of documents

Corpus

corpus of dataset

Dictionary

dictionary of the system

Firstly, a user writes a request. The ugstes text description of the desired clothing, chooses
price and color. Next, the algorithm processes the user query and compares it with documents in
dataset. The comparison goes for three features. In the result, the system recommendk the use
ranking similar documents k similar clothesDue to incomplete data (3 features vs. 35 features),

we need to refine ranking results. The user chooses one similar clothes from the results. Th

algorithm compares the new query (35 features) and documentgg®Bek) in the dataset.

Finally, the system recommends the dganking similar documentsl| similar clothes.
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4.2.The diagram IDEFO of the shopping recommendation system

In this part, it is developed the diagram of the shopping recommendation system in IDEFO
notation. You can see the first level of the decomposition (figure 4.2.1).

HEOM
metric Manuals
Data :
; m similar
To develop a shopping recommendation system § documents
based on metric analysis of clothing descriptions >
Request
08 Op
Algorithms User

Figure4.2. The <cont e x tAQ BEoldevelop a ghopping reiommendation system
based on metric analysis of cloth

On thetoplevel of the decomposition, it is the model of the shopping recommendation system
based on metric analysis of clothing descriptions as IDEFO. The IDEFO shows an interaction the
recommendation system and an external environrimgnits the system are datad user requests.

Data is an information for creating the dataset, dictionary, stopwords. Outputs the system are
similarto a request, documents. The process of development a shopping recommendation syste
is controlled by user and programmer manuats FEOM metrics. The system is managed by a
user and algorithm@able 4.2.1)
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Table 4.2.1 fiTo develop a shopping

recommendation system based on metric analysis of
clothing descriptions

Name To develop a shopping recommendation system based on
analysis of clothing descriptions
Number AO

Input Arrow(s) of " To develop a shoppin
analysis of clothing descriptions Activity

g recommendation system based on mel

Definition

Name

Information data for the dataset, dictiona
stopwords corpus

Data

A request from auseri description of thg
clothing text description, price, color

Request

Output Arrow(s) of " To develop a shopping recommendation system based on mef

analysis of clothing description$

Definition

Name

m documents similar to a one use
selected document

m similar documents

Control Arrow(s) of " To develop a shoppi
analysis of clothing description$ Activity

ngecommendation system based on metr|

Definition

Name

HEOM metric measures the distance betw

HEOM metrics

a request and responsedetween tw(
documents
Software ©er manual for users and|Manuals

programmes, manuals for

development

the syste

Mechanism Arrow(s) of "To develop a
metric analysis of clothing description§ Act

shopping recommendation system based
Ivity

Definition

Name

Users whause the recommendation system

User

Algorithms are usedn the recommendatig
system

Algorithms
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4.3. Functional decomposition of the diagram IDEFO

There are the functional decomposition of the diagram IDER8.decomposition shows you
the main stages of the systevinu can see the decompositions of sheppingrecommendation
systemAipr eprocessi ngmgiamialbarandio dicmemntseo .

The i r st l evel of the decomposition consi s
Achokeseil ar documseinmisloar fdcchcowonseent so. The wo
and a user using manuals and HEOM metric.

Manuals .l HEOM
metrlE_Y_
Corpus
Data
Preprocessing
data Dictionary
Request T
o
— i Choose
k similar
documents
1 document
Process T
request m sitnilar
E— documents
m sitnilar
documents
User }%:nrithms

Figure 4317 The first | evel of the decomposition

system based on metric analysis of

Thewor k fAiPreprocessing datao transforms i nj
a dataset and a process request. Manuals control the work. A user and algorithms r{tabége it
4.3.1)

The work fAiChoose k si mil aequedtoacorpug a tictianaryu s ¢
and a dataset to get similar documents for the request, using HEOM metric. A user chooses or
similar document. It is an output of the work. Manuals control the work. Algorithms manage it
(table 4.3.2)

Thework AiChoosem similar documentsusesone input useselected document, a corpus, a
dictionary and a datasé&t getm similar documents for the one usslected document, using
HEOM metric. It is an output. Manuals control the work. Algorithms manage it (table 4.3.3).
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Table 4.3.1 Thei r st | evel of the decompc
Name Preprocessing data
Number Al
Definition The work fiPreprocessingatad transformsinput data and aeques;

control the work. A user and algorithms manage it.

into a corpus adictionary, a datasetanda procesgequest. Manual

Input Arrow(s) of " Preprocessing data Activity

Definition

Name

Information data for the dataset, dictiond

stopwords, corpus

Data

A request froma useri description of thg

clothing: text description, price, color

Request

Output Arrow(s) of " Preprocessing data Activity

Definition

Name

a structured set of texts from a dataset

Corpus

a collection of words from a dataset &

requests

Dictionary

a collection of thelocument§ descriptions o
clothes. 37 features: 1 text, 20 linear,

nominal values

Dataset

a processiserrequest

Process request

Control Arrow(s) of " Preprocessing data Activity

Definition

Name

Software user manual for userand
programmers, manuals for the syst

development

Manuals

Mechanism Arrow(s) of "Preprocessing data Activity

Definition

Name

Users who use the recommendation syste

User

Algorithms are used in the recommendal

system

Algorithms
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Table 4.3.2 Thei r st | evel of thé&sidmicloap od o ¢ u
Name Choosek similar documents
Number A2
Definition Thework fiChoosek similar documentsusesinput process reques

manage it.

a corpus, alictionary and a datased get similar documentsr the
request, using HEOM metrié user chooses orgmilar document

It is an output of the workiManuals control the workAlgorithms

Input Arrow(s) of " Choosek similar documents' Activity

Definition

Name

a structured set of texts from a dataset

Corpus

a collection of words from a dataset &

requests

Dictionary

a collection of the documeritglescriptions o
clothes. 37 features: 1 text, 20 linear,

nominal values

Dataset

a processiser request

Process request

Output Arrow(s) of " Choosek similar documents' Activity

Definition

Name

a document of a user choide one user

selected clothes

1 document

Control Arrow(s) of " Choosek similar docu

ments' Activity

Definition

Name

Software user manual for wusers ¢
programmers, manuals for the syst

development

Manuals

HEOM metric measures the distance betw
a request and responses, between

documents

HEOM metric

Mechanism Arrow(s) of " Choosek similar documents™ Activity

Definition

Name

Users who use the recommendation syste

User

Algorithms are used in the recommendaf

system

Algorithms
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Table 4.3.3 Thef r st |

evel of themsdenwcbmposiiort

Name Choosan similar documents
Number A3
Definition Thework AChoosam similar documentsusesone input useselecte(

document, a corpus, a dictionary and a dat&segjet m similar
documents for the one usselected document, using HEOM met

It is an output. Manuals control the work. Algorithms manage it|

Input Arrow(s) of " Choosem similar documents' Activity

Definition Name

a document of a user choide one user |1 document
selected clothes

a structured set of texts from a dataset Corpus

a collection of words from a dataset 4gDictionary
requests

a collection of the documeritsdescriptions o| Dataset

clothes. 37 features: 1 text, 20 linear,

nominal values

Output Arrow(s) of " Choosem similar documents' Activity

Definition

Name

m documentssimilar to a one useselecteq

document

m similar documents

Control Arrow(s) of " Choosem similar documents' Activity

Definition

Name

Software user manualfor users an
programmers, manuals for the syst

development

Manuals

HEOM metric measures the distance betw
a request and responses, between

documents

HEOM metric

Mechanism Arrow(s) of "Choosem similar documents' Activity

Definition

Name

Algorithms are used in the recommendal

system

Algorithms
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The secondevel of the decomposition Pr e p r o ¢ e cosists @five detatedhvaorks:
ficreate stopwords, credte dataset, credte dictionany, Acreate corpus.o, [
The works performed by algorithms and a user using matrgfigise 4.3.2)

Manuals

Create
Dataset

Dataset

00.

Stopwords " Create
— -
'v] Dictionary
03

Dictionary

¥

3

Create
Stopwords
08.

1

Corpus

/
To process
Request

w; Process request

Request

00.

User

Algorithms

Figure 427 The second | evel of the decompos.i

Thework fiCreate Stopwordsusesinput data to transform it into stopwords. The stopwords
are an outputManuals control the work. Algorithms managééble 4.3.4)

The work fiCreate Datasetusesinput data to transform it into a dataset. The dataset is an
output. Manuals control the work. Algorithms manage it (table 4.3.5).

The work ACreate Dictionar§y usesa dataset and stopwords to create a dictionary. The
dictionary is an output. Manuals control the work. Algorithms manage it (table 4.3.6).

Thework fiCreate Corpususesa dataset and a dictionary to create a corpus. The corpus is an
output. Manuals autrol the work. Algorithms manage it (table 4.3.7).

Thework fiTo process Requéstisesa dictionary, stopwords and a request to create a process
request. The process request is an output. Manuals control the work. Algorithms manage it. A use

manages a regst (table 4.3.8).
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Table4.34iThe second | evel of the
Name Create Stopwords
Number All
Definition The work fiCreate Stopwordsusesinput data to transform it inf

Algorithms manage it.

stopwords. The stopwords are an output. Manuals control the

Input Arrow(s) of " Create Stopwords Activity

Definition

Name

Information data for the dataset, dictiond

stopwords, corpus

Data

Output Arrow(s) of " Create Stopwords' Activity

Definition

Name

words which are filtered out before procesg
data. Stopwords areinterjections, particles
prepositions, pronouns, question words

unions

Stopwords

Control Arrow(s) of " Create Stopwords Ac

tivity

Definition

Name

Software user manual for users ¢
programmers, manuals for the syst

development

Manuals

Mechanism Arrow(s) of "Create Stopwords Activity

Definition

Name

Algorithms are used in the recommendaf

system

Algorithms
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Table4.3.51 Thesecondlevadf t he decompositio

Name Create Dataset
Number Al2
Definition Thework ACreate Datasetusesinput data t(

transform it into a dataset. The dataset i
output. Manuals control the worklgorithms

manage it.

Input Arrow(s) of " Create Dataset Activity

Definition Name

Information data for the dataset, dictiong Data

stopwords, corpus

Output Arrow(s) of " Create Dataset Activity

Definition Name

a collection of the documeritsdescriptions o| Dataset
clothes. 37 features: 1 text, 20 linear,

nominal values

Control Arrow(s) of " Create Dataset Activity

Definition Name

Software wuser manual for users dManuals
programmers, manuals for the syst

development

MechanismArrow(s) of " Create Dataset Activity

Definition Name

Algorithms are used in the recommendal Algorithms

system
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Table4.3.6i The second | evel of the
Name CreateDictionary
Number A13
Definition Thework fiCreate Dictionar§ usesa dataset and stopwords to cre

Algorithms manage it.

a dictionary. The dictionary is an output. Manuals control the v,

Input Arrow(s) of " Create Dictionary" Activity

Definition

Name

a collection of the documeritgdescriptions o
clothes. 37 features: 1 text, 20 linear,

nominal values

Dataset

words which are filtered out before procesg
data. Stopwords ar@nterjections, particles
prepositions, pronouns, question woralisd

unions

Stopwords

Output Arrow(s) of " Create Dictionary" Activity

Definition

Name

a collection of words from a dataset &

requests

Dictionary

Control Arrow(s) of " Create Dictionary" Activity

Definition

Name

Software user manual for users @
programmers, manuals for the syst

development

Manuals

Mechanism Arrow(s) of "Create Dictionary" Activity

Definition

Name

Algorithms are used in the recommendaf

Algorithms

system
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Table4.3.77The second | evel of Cbhpude

Name Create Corpus
Number Al4
Definition Thework fiCreate Corpususesa dataset and a dictionary to crea

corpus. The corpus is an output. Manuals control the v

Algorithms manage it.

Input Arrow(s) of " Create Corpus’ Activity

Definition Name

a collection of words from a dataset gDictionary

requests

a collection of the documeritsdescriptions o| Dataset
clothes. 37 features: 1 text, 20 linear,

nominal values

Output Arrow(s) of " Create Corpus' Activity

Definition Name

a structured set of texts from a dataset Corpus

Control Arrow(s) of " Create Corpus' Activity

Definition Name

Software wuser manual for wusers dManuals
programmers, manuals for the syst

development

MechanismArrow(s) of " Create Corpus' Activity

Definition Name

Algorithms are used in the recommendal Algorithms

system
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Table4.3.8T The s

econd | evel of t he

Name To procesRRequest
Number Al5
Definition The work fiTo process Requestisesa dictionary, stopwords and

Manuals control the

request.

request to create a process request. The process request is ar

work. Algorithms manage it. A user mana

Input Arrow(s) of " To process RequesStActivity

Definition

Name

a collection of words from a dataset &

requests

Dictionary

words which are filtered out before procesg
data. Stopwords ar@nterjections, particles
prepositions, pronouns, question woralisd

unions

Stopwords

A request from a useir description of th¢

clothing: text description, price, color

Request

Output Arrow(s) of " To process RequestA

ctivity

Definition

Name

a process user request

Process request

Control Arrow(s) of " To processRequest Activity

Definition Name
Software wuser manual for wusers dManuals
programmers, manuals for the syst

development

Mechanism Arrow(s) of "To process RequestActivity

Definition

Name

Algorithms are used in the recommendat

system

Algorithms

Users who use the recommendation syste

User
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The secondkevel of the decompositioim C h omssiemi | ar  doosists ofc@irrealated
w O r ktext:prodessing , line@r scale processing, nonfinal scale processiog nd A page I
The works performed by algorithms and a user using manuals and HEOM (figtrie 4.3.3)

A Manuals HEOM
metric

Dictionary

Text

Corpus
Processing

1 document

00.

Dataset

1

Text distance

" Linear scale
Processing

m similar documents

e
-

Linear distance ——™

¥ Nominal scale =
Processing =

Nominal distance

W Algorithms

Figure 4.3.3The second | evel of msh emid eacr o ndpoacsuintei

The work fiText Preprocessimgusesa dictionary, a corpus, 1 document andataset to
measure distance between text features of 1 document and documents from a dataset. A te
distance is an output. Manuals control the work. Algorithms manage it (table 4.3.9).

The work fiLinear scale Processiogises1l document and a dataset toasere distance
between linear features of 1 document and documents from a dataset. A linear distance is an outp!
Manuals control the work. Algorithms manage it (table 4.3.10).

The work AiNominal scale Processiagisesl document and a dataset to measistadce
between nominal features of 1 document and documents from a dataset. A nominal distance is ¢
output. Manuals control the work. Algorithms manage it (table 4.3.11).

Thework fiPage Rankusesa text distance, a linear distance and a nominal distage¢her
with HEOM metric to measure a distance between all features of 1 document and documents fror
a datasetm similar documents are an output. Manuals control the work. Algorithms manage it
(table 4.3.12).
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Table439 The second | evel of the
Name Text Preprocessing
Number A3l
Definition The work AText Preprocessimgusesa dictionary,a corpus,

output.Manuals control the work. Algorithms manage it.

document and a datagetmeasurealistance between text features

1 document and documents from a datadetext distance is a

Input Arrow(s) of " Text Preprocessing Activity

Definition

Name

a collection of words from a datasand

requests

Dictionary

a structured set of texts from a dataset

Corpus

a document of a user choide one user

selected clothes

1 document

a collection of the documeritgdescriptions o
clothes. 37 features: 1 text, 20 linear,

nominal values

Dataset

Output Arrow(s) of " Text Preprocessing Activity

Definition

Name

a cosine distancbetween text features of

request and responses

Text distance

Control Arrow(s) of " Text Preprocessing Activity

Definition

Name

Software user manual for userand
programmers, manuals for the syst

development

Manuals

Mechanism Arrow(s) of "Text Preprocessing Activity

Definition

Name

Algorithms are used in the recommendaf

system

Algorithms
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Table4.3.1G T h e

second

| evel

Name Linear scale Processing
Number A32
Definition Thework fiLinear scale Processiagsesl document and a datase|

documents from a d

measure distance between

linear features of 1 documen

ataset. A linear distance is an output. M4

control the work. Algorithms manage it.

Input Arrow(s) of " Linear scale ProcessingActivity

Definition

Name

a document of a user choide one user

selected clothes

1 document

acollection of the documentsdescriptions o
clothes. 37 features: 1 text, 20 linear,

nominal values

Dataset

Output Arrow(s) of " Linear scale ProcessingActivity

Definition

Name

an Euclidean distance between linear feat
of a request ancesponses

Linear distance

Control Arrow(s) of " Linear scale ProcessingActivity
Definition Name
Software user manual for users §Manuals
programmers, manuals for the syst
development

Mechanism Arrow(s) of "Linear scale ProcessingActivity
Definition Name
Algorithms are used in the recommenda{ Algorithms

system
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Table4.3.11 The second |l evel of the decompao
Name Nominal scale Processing
Number A33
Definition Thework fiNominal scale Processiagsesl document and a datay

control the work. Algorithms manage it.

to measure distance between nominal features of 1 docume

documents from a dataset. A nominal distance is an output. M

Input Ar row(s) of "Nominal scale Processi

NQActivity

Definition

Name

a document of a user choide one user

selected clothes

1 document

a collection of the documeritgdescriptions o
clothes. 37 features: 1 text, 20 linear,

nominal values

Dataset

Output Arrow(s) of " Nominal scale Proces

SinbActivity

Definition

Name

a distance between nominal features ¢

request and responses (0 or 1)

Nominal distance

Control Arrow(s) of " Nominal scale ProcessingActivity

Definition

Name

Software user manual forusers an
programmers, manuals for the syst

development

Manuals

Mechanism Arrow(s) of "Nominal scale ProcessingActivity

Definition

Name

Algorithms are used in the recommendaf

system

Algorithms
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