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Abstract

This paper presents a comprehensive analysis of multicollinearity problem in data fitting. Data
fitting is stated as a single-objective optimization problem where an objective function indicates
the error of approximation the target vector with a some function of given features. The linear
dependence between features means that the multicollinerity problem exists and leads to unsta-
bility and redundancy of the built model. These problems are addressed by introducing a feature
selection method based on a quadratic programming approach. This approach takes into account
the positions of the features and the target vector and select features according to relevance and
similarity measures, which are defined by a user. Therefore, the built model is less redundant and
more stable. To evaluate the quality of the proposed feature selection method and compare it with
others we use different criteria to measure unstability and redundancy. In the experiments we
compare proposed approach with other feature selection methods: LARS, Lasso, Ridge, Stepwise
and Genetic algorithm. We show that the quadratic programming approach gives the best results
according to considered criteria on the test and real data sets.

Keywords: data fitting, feature selection, multicollinearity, quadratic programming, evaluation
criteria, test data sets

1. Introduction

This paper addresses the multicollinearity problem and proposes its comprehensive analysis.
Multicollinearity is a strong correlation between features, which affect the target vector simultane-
ously. Due to multicollinearity the common methods of regression analysis like least squares build
unstable models of excessive complexity. The formal definitions of model stability, complexity and
redundancy are given in Section

To treat multicollinearity problem feature selection methods are used. Most of previously
proposed feature selection methods that solve multicollinearity problem are based on different
heuristics [Il, 2], greedy searches [3| [4] or regularization techniques [5l [6]. These approaches do
not take into account the data set configuration and do not guarantee optimality of the obtained
feature subset [7]. In constrast, we propose to use quadratic programming approach [8] to solve
multicollinearity problem that corrects disadvantages mentioned above. This approach is based
on two ideas: the first one is to represent features as some binary vector, and the second one is
to define the feature subset quality criterion as quadratic form. The first term of the quadratic
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parameters are changing continuously.

2 Feature selection problem statement

Let ® = {(X,y)} be the given data set, where the design matrix
X=[X1Xjr o Xn)y XER™ ™ and j e J ={1,...,n}.

The vector x; is called the j-th feature and the vector y = [y1,...,yn]" € ¥ C R™ is called
the target vector. Assume that the target vector y and design matrix X are related through

the following equation:
y =f(w.X) +e, (1)

where f maps the cartesian product of the feasible parameter space and the space of the m x n
matrices to the target vector domain, and € is the residual vector. The data fit problem is to
estimate the parameter vector w*,
w* = argmin S(w|D,, A, ), (2)
weRn
where S is the error function. The set ®, C © is a training set and the set A C 7 is the
active index set used in computing the error function S. In the stresstest procedure we use the

quadratic error function

S=ly—f(w. X)|3 (3)

and the linear regression function f(w, X) = Xw. The introduced stresstest procedure could be
applied to the generalised linear model selection algorithms, where the model is f = p=(Xw)

and p is a link function.

Definition 2.1 Let A* denote the optimum index set, the solution of the problem
A* = argmin Sy, (A|w", D¢, f), (4)
ACT
where D C D is the test set, w* is the solution of the problem and Sy, is an error function

corresponding to a feature selection method m .

The feature selection problem is to find the optimum index set A*. It must exclude
indices of noisy and multicollinear features. It is expected that if one uses features indexed by
the set A* then it brings more stable solution of the problem 7 in comparison to the case of
A=JT.

In the computational experiment we consider the feature selection methods from the set
9 = {Lasso, LARS, Stepwise, ElasticNet, Ridge}.

Definition 2.2 A feature selection method m € 91 is a map from the complete index set J
to active index set A C J:
m:J — A (5)



According to this definition we consider the terms feature selection problem and the model

selection problem to be synonyms.

Definition 2.3 Let a model be a pair (f,.A), where A C 7 is an index set. The model selection
problem is to find the optimum pair (f*, . A4*) which minimizes the error function S .

Definition 2.4 Call the model complexity C the cardinality of the active index set A, number

of the selected features:

C = A

Definition 2.5 Define the model stability R be logarithm of the condition number x of the
matrix X"X:

A
R=1Ink =In 2%,
min
where Apac and Ay, are the maximum and the minimum non-zero eigenvalue of the matrix
XTX. The features with indices from the corresponding active set A are used in computing

the condition number k.

3 Multicollinearity analysis in feature selection

In this section we give definitions of multicollinear features, correlated features and fea-
tures correlated with the target vector. In the following subsections we list and study the
multicollinearity criteria.

Assume that the features x; and the target vector y are normalized:
[yllz =1and [[x;ll2=1, j € J. (6)
Consider active index subset A C J.

Definition 3.1 The features with indices from the set A are called multicollinear if there exist
the index j, the coefficients ay, the index k € A\ j and sufficiently small positive number § > 0

such that )

X;— Y x| <6 (7)

ke A\j 9

The smaller § the higher degree of multicollinearity.

Definition 3.2 Call the features indexed 4,5 be correlated if there exists sufficiently small

positive number 4;; > 0 such that:
Ix; = X515 < 05 (8)

From this definition it follows that d;; = d;;. In the special case a = 0 k # j and
ar = 1 k = j the inequalities (8)) and (7)) are identically.

4



Definition 3.3 A feature X is called correlated with the target vector y if there exists suffi-

ciently small positive number J,; > 0 such that

ly — Xj”% < dy;

Further used the following notations RSS (Residual Sum of Squares) and T'SS (Total Sum
of Squares):

m

1 m
_ *\ 2 . —\2 —
RSS = S(®,,w*) = |le||; and TSS = E (y; —7)*, wherey = . El Y- 9)

=1
3.1 Variance inflation factor

The variance inflation factor VIF; is used as a multicollinearity indicator [17]. The VIF;
is defined for j-th feature and shows a linear dependence between j-th feature and the other
features.

To compute VIF; estimate the parameter vector w* according to the problem assuming
y = X, and extracting j-th feature from the index set J = J \ j. The functions RSS and TSS
are computed similar to @ The VIF; is computed with the following equation:

1

where R? =1- ?—gg is the coefficient of determination.

According to [17] any VIF; 2 5 indicates that the associated elements of the vector w* are
poorly estimated because of multicollinearity. Denote by VIF the maximum value of VIF; for
all j € J:

VIF = max VIF;.
JjeT

However, VIF; can be infinitely large for some features. In this case it is impossible to determine
which features must be removed from the active set. This is major disadvantage of the variance
inflation factor.

Another multicollinearity indicator is the condition number x of the matrix X"X. The con-

dition number is defined as:

)\max
J
)\min
where the A\,.x and A\, are the maximum and minimum non-zero eigenvalues of the ma-

trix XTX.

The condition number shows how much does the matrix XX close to the singular matrix.

K =

The larger x the more ill-conditioned matrix X"X.

3.2 The Belsley criterion

To detect and remove indices of the multicollinear features from the active index set we

state the direct optimization problem using the Belsley criterion. We propose the new criterion
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Abstract

This paper investigates an approach to construct new ranking models for Information Retrieval.
The IR ranking model depends on the document description. It includes the term frequency and
document frequency. The model ranks documents upon a user request. The quality of the model
is defined by the difference between the documents, which experts assess as relative to the request,
and the ranked ones. To boost the model quality a modified genetic algorithm was developed.
It generates models as superpositions of primitive functions and selects the best according to the
quality criterion. The main impact of the research if the new technique to avoid stagnation and to
control structural complexity of the consequently generated models. To solve problems of stagnation
and complexity, a new criterion of model selection was introduced. It uses structural metric and
penalty functions, which are defined in space of generated superpositions. To show that the newly
discovered models outperform the other state-of-the-art IR scoring models the authors perform a
computational experiment on TREC datasets. It shows that the resulted algorithm is significantly
faster than the exhaustive one. It constructs better ranking models according to the MAP criterion.
The obtained models are much simpler than the models, which were constructed with alternative
approaches. The proposed technique is significant for developing the information retrieval systems
based on expert assessments of the query-document relevance.

Keywords: information retrieval, evolutionary stagnation, ranking function, genetic

programming, overfitting
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to have as high quality as the stored superpositions. This superposition highly probably will be
eliminated. Therefore the population will pass to the next iteration without changes. The genetic
algorithm stops actual generation.

To outperform the ranking functions found in [2], one needs to extend the set of superposi-
tions considered there. To perform it, a modified genetic algorithm is proposed. First, it detects
evolutionary stagnation and replaces the worst stored superpositions with random ones. This de-
tection is implemented with a structural metric on superpositions. Regularizers solve the problem
of overfitting. They penalize the excessive structural complexity of superpositions. The paper an-
alyzes various pairs regularizer-metric and chooses the pair providing a selection of better ranking
superpositions. All strengths and weakness of compared approaches are summarized in Table

The paper [2] uses TREC collections to test ranking functions. To make the comparison
of approaches consistent, the present paper also use these collections. The collection TREC-7
(trec.nist.gov) is used as the train dataset to evaluate quality of generated superpositions. The

collections TREC-5, TREC-6, TREC-8 are used as test datasets to test selected superpositions.

2. Problem statement

Q|

There given a collection C' consisting of documents {dl}lg‘l and queries Q = {¢;} i

1- For each

query g € (@ some documents C, from C' are ranked by experts. These ranks g are binary
g:QxCy—=Y=1{0,1},

where 1 corresponds to relevant documents and 0 to irrelevant.
To approximate g, superpositions of grammar elements are generated. The grammar & is a

set {g1,..., gm,xi7yw}, where each g; stands for an mathematical function and J:ﬁ,, Y stand for

d

variables. These variables are tf-idf features of document-query pair (d, q). Feature z¢ is a frequency

of the word w € ¢ in d, feature y,, is a frequency of w in C:

l N,
d w a w
Loy ty lo 1 >7 w — s 1

where IV, is the number of documents from C containing w, tj is the frequency of w in d, I is the
number of words in d (the size of a document d), I, is an average size of documents in C. Each
superposition f of grammar elements is stored as a directed labeled tree Ty with vertices labeled

by elements from &. The set of these superpositions is defined as §.
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The value of f on a pair (d,q) is defined as a sum of its values on (d,w), where w is a word

from gq:

f(dq) =" F@d, ).

weq

The superposition f ranks the documents for each q. The quality of f is the mean average preci-

sion [1]

MAP(f,C,Q) =

1 Q
2l AveP(f,q),
a =

where

1C4| k
4 (Prec(k k

k=1 (‘(fe‘c( ) x g( ))’ Prec(k) = a1 9(s)
> oy Rel(k)

where g(k) € {0,1} is a relevance of the k-th document from C.

AveP(f,q) =

This paper aims at finding the superposition f, which maximizes the following quality function

f* = ar;gcg;axs(fv Cv Q)a S(fa Cv Q) = MAP(f’ C»Q) _R(f)a (2)

where R is a regularizer controlling the structural complexity of f.
The exhaustive algorithm in [2] generates random ranking superpositions consisting at most of
8 elements of the grammar &. Let §o be the set of the best superpositions selected in [2]. The

solution f* is compared with the superpositions from Fy with respect to to MAP.

3. Generation of superpositions

IR ranking functions are superpositions of expert-given primitive functions. These superposi-
tions are generated by the genetic algorithm. It uses an expertly given grammar & and constructs
superpositions of its elements. On each iteration it keeps a population of the best selected
superpositions. To update them and pass to the next iteration, it generates new superpositions
with use of the stored ones. Since the superpositions are represented as trees, the algorithm applies

crossover ¢(f, h) and mutation m(f) operations to the stored trees
c(fih):FxF—=F m(f):F -3,

Definition 1. Crossover operation c(f,h) : § X § — § produces a new superpositions from given f
and h. This operation represents f and h as trees, uniformly selected a subtree for each of them

and swaps these subtrees.
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Sample Size Bayesian Estimation for Logistic Regression™
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Abstract

The problem of sample size estimation is important in the medical applications, especially
in the cases of expensive measurements of immune biomarkers. The papers describes the
problem of logistic regression analysis including model feature selection and includes the
sample size determination algorithms, namely methods of univariate statistics, logistics
regression, cross-validation and Bayesian inference. The authors, treating the regression
model parameters as a multivariate variable, propose to estimate the sample size using the
distance between parameter distribution functions on cross-validated data sets.

Keywords: logistic regression, sample size, feature selection, Bayesian inference,
Kullback-Leibler divergence

1. Introduction

The paper is devoted to the logistic regression analysis [1], applied to classification
problems in biomedicine. A group of patients is investigated as a sample set; each patient
is described with a set of features, named as biomarkers and is classified into two classes.
Since the patient measurement is expensive the problem is to reduce number of measured
features in order to increase sample size.

The responsive variable is assumed to follow a Bernoulli distribution. Also, parameters
of the regression function are evaluated [2, 3].

With given set of features, the model is excessively complex. The problem is to select a
set of features of a smaller size, that will classify patients effectively. In logistic regression,
features are usually selected by stepwise regression [4, 5]. In the computational experiment,
exhaustive search is implemented. This makes the experts sure that all possible combina-
tions of the features were considered. The authors use the area under ROC curve [6] as
the optimum criterion in the feature selection procedure.

The problem of classification is associated with minimum sample size determination.
In the paper, the following methods are discussed:

*This project was supported by the Russian Foundation for Basic Research, grant 12-07-31095.
Email address: strijov@ccas.ru (Vadim Strijov)
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1. Method of confidence intervals: a method of univariate statistics.

2. Method of sample size evaluation in logistic regression [7, 8]: unlike the previous one,
this method considers the distribution of the responsive variable according to the
logistic regression model.

3. Cross-validation: a method which evaluates sample size by observing potential over-
fitting [9, 10].

4. Comparing different subsets of the same sample by computing Kullback-Leibler [11]
divergence between probability density functions of model parameters, evaluated at
these subsets.

The data, used while conducting computational experiment can be found here [12].

2. Classification problem

Consider the sample set D = {(x;,y;) : i =1,...,m}, of m objects (patients). Each
patient is described by n features (biomarkers), x; € R"™ and belongs to one of two classes:
y; € {0,1}. The logistic regression problem assumes that the vector of responsive variables
y=[y1,-.., ym]T is a vector of Bernoulli random variables, y; ~ B(6;) with the probability
density function

p(ylw) = HQZ“ ) (1)

We use the maximim likelihood method, write the error function for (1) as

E(w)=—Inp(y|lw) = Zylhﬂ +(1—y)In(1—-6,). (2)

=1

find vector of parameters w of regression function, one has to solve the following opti-

mization problem:
= arg min F(w). (3)

weRn?

Let us define the probability of a case as

fxiw) = 1+ expt—x-Tw) = b ()

To solve the problem (3), using

df(§)
- f(1—
-,
we compute gradient of the error function F(w):
VE(w) = — Z(%(l —0;) — (1 —y;)0;)x; = Z(Qi —yi)xi = XT(0 —y),
i=1 i=1
in which 6 = [01,...,0,,]" and the matrix X = [x] ... ,me represents features sets.
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Parameters are evaluated by Newton-Raphson method. Denote by 3 a diagonal ma-
trix with diagonal elements ¥; = 6,(1 —6;) (: = 1,...,m). Set the initial value w =

[wy, ..., w,]T of W
i=1
Then the (k 4 1)-th iteration of evaluation of W is

Wil = W — (XTEX)_IXT(O — y) =

(XTEX) ' X"S(Xw, — 216 — y)). (5)

The process is repeated until the Euclidean distance || w41 —wy, || is sufficiently small.
Thus, the classification algorithm is defined as:

(l(X, CO) = Sign(f(XJ W) - CO)) (6)
where ¢ is a cut-off value of regression function (4), defined by (7).

Quality of classification. Let us use an additional to (1) quality functional AUC, or the
area under the ROC-curve. Introduce TPR(§), which stands for true positive rate

m

TPR(E) = — 3 lalxs €) = 1]y = 1

i=1

3

and FPR(£)means the false positive rate
FPR(¢) = — i 0]
= Xla Yi = .
m :

Here, the following denotation is used:

oa L y=1
[y—l]—{(), y 1

Thus, the bigger AUC value is, the better is the classifier.

Defining co value. Every point [FPR(co), TPR(¢)] of the ROC-curve corresponds to some
co € [0,1] value. As shown in figure 1, the most distant from segment [(0,0);(1,1)] point of
the ROC-curve corresponds to the ¢ value used in (6):

¢ = arg max || (TPR(E), FPR(€))—(&,€) [I= arg max V(TPR(E) - €)* — (FPR(E) - )2

gef0.1]

(7)

Defining ¢ includes computing AUC value and, therefore, computation of (6) and iterative
estimation of parameters w according to (5).
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Abstract

We propose a problem statement for analysis of complex objects such as video
sequences with contents, e-mail letters with attached files, source codes of programs.
The proposed problem statement helps to organize work on a project, to simplify code
development and to reduce labor costs.

Feature generation problem statement

Let & be a set of measurements such that
G = {51, ...,ﬁm}.

The element s; of the set & can be a time series a video sequence or a scoring application.
Let y = {v1, ..., ym} be a set of class labels, or target variables.

Together with the set G a set V = V(&) is given. The set V' = V(&) is called a
vocabulary and contains knowledge about the set of measurements. The vocabulary can
be obtained as the result of measurement structure analysis and used for model generation.

By G = {g1,...,9n} denote an expert-given set of primitive functions such that each
function g; maps an object s; to an element (7, j) of the design matrix X:

g;: (bj,ﬁi,V) —> Tij € Rl,

where b, is the set of parameters of the primitive function g;. By f denote the regression
model f together with the set of parameters w. To find the optimal parameters w we
minimize a loss function S(w|f, X,y) such that

w = argmin S(w|f, X,y).

weR?

Examples

In this section we investigate classification and forecasting problem statements as the ex-
amples of feature generation problem.
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Linear regression. According to the regression problem statement the target variable y
belongs to the set of real numbers, y € R. The model f maps each row of the matrix X to
the set R such that

f(w,X) = Xw,

where f = [f(w,x1), ..., f(W,x,)]7. As an example of the loss function S, the sum-squared
error can be considered:

S(wlf. X,y) = [[f(w, X) — 3.

Classification. According to the two-class classification problem the target variable y
belongs to the set of class labels, y € {0,1}. Consider a logistic regression problem as an
example of classification problem. The model f maps each row of the matrix X to the
segment [0, 1] such that

1
f(w,X) =
(w, X) 1+exp(—Xw)’
where optimal parameters w minimize a loss function

w = argmin S(w|f, X,y),

where

S(wl|f,X,y)=—1In (Z yilog f(xi,w) + (1 — ;) log(1 — f(xi,w))) :



