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Algorithms for the solution of huge 

quasiseparable optimization problems 

 

- Morse potential optimization; 

 

- Keating potential optimization; 

 

- Huge-Scale separable convex  

  optimization problem; 

 

- PageRank problem. 
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Morse potential optimization 
A cluster is a structure consisting of a finite number of atoms or 

molecules. Occupies an intermediate position between the individual 

particles and the bulk material. 

 

The interaction between the elements of the clusters described 

various potential functions defined multidimensional potential energy 

surface. 

 

Finding the minima of the potential allows to obtain stable atomic-

molecular configurations. 

 

Such simulation in some cases replaces the field experiments. 

 

The Cambridge Energy Landscape Database (The Cambridge 

Cluster Database): http://www-wales.ch.cam.ac.uk/CCD.html 
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Кластер – структура, состоящая из конечного числа атомов или 

молекул. Занимают промежуточное положение между 

отдельными частицами и объемным веществом. 

 

Взаимодействие между элементами таких кластеров 

описывается различными функциями потенциалов, задающих 

(многомерные) поверхности потенциальной энергии (ППЭ).   

 

Нахождение минимумов (стационарных точек) таких 

потенциалов (поверхностей) позволяет получать устойчивые 

атомно-молекулярные конфигурации.  

 

Подобное моделирование в ряде ситуаций заменяет натурные 

(физические) эксперименты. 
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Morse potential function 



Russian National Conference MMPR-2019                                                                                                                                                                                      
November 26–29, 2019, Moscow, Russia 

Morse potential function  
with different  values  
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Morse potential optimization 

• A global optimization problem. 

 

• An astronomical number of local extrema. For 

example, for a cluster of 147 atoms experts provide 

estimates of the order of         . 

 

• The current state: “large clusters”, consisting of 

more than 200 atoms (600 variables). 
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•Задача глобальной оптимизации. 

 

•Астрономические число локальных 

экстремумов. Например, для кластера из 147 

атомов эксперты дают оценки порядка         . 

 

•  Современное состояние задачи  – «большие 

кластеры», состоящие более чем из 200 атомов 

(600 переменных). 
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Morse potential optimization 
The Cambridge Cluster Database 

D.J. Wales, J.P.K. Doye, A. Dullweber, M.P. Hodges, F.Y. Naumkin, F. 

Calvo, J. Hernandes-Rojas and T.F. Middleton.  

www-wales.ch.cam.ac.uk/CCD.html 

 

Hefei National Laboratory for Physical Sciences  

at the Microscale and School of Life Sciences,  

University of Science and Technology of China. 

staff.ustc.edu.cn/~clj   

 

Jorge Marques  

Department of Chemistry Research  

in Computational Chemistry and  

Molecular Modeling  

University of Coimbra, Portugal. 
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Local optimization techniques  

The main (universal) methods 

- Conjugate Gradient; 

- L-BFGS; 

Additional methods 

- Cauchy;  

- Powell;  

Special methods 

- Polyak; 

Global optimization techniques  

- Multi-start; 

- MSBH-Monotonic Sequential Basin-Hopping; 

-“Big-Bang”; 

-“Forest” 

Applied optimization methods 
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MSBH method 
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MSBH method 
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Forest method 
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Forest method 
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Criteria for “cutting down” (a restart) of a local descent 
 

• Achieving a stationary point - checking the gradient norm etc. 

• Operating time – restart of old branches 

• Nearness to another local descent 

• Work success – restarting local descents that have too much 

optimized function value 

• Initially developed for parallel implementation 

• Local descents are divided into sections with a fixed operating time 

• Simple synchronization 

• Can be implemented on hardware platforms like GPGPU (Nvidia 

GUDA, OpenCL, …) 
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Computing Experiments 

MSBH/Forest 

n is a number of atoms. 
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Computing Experiments 

MSBH/Forest 
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Computing Experiments 

MSBH/Forest 
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Computing Experiments 

MSBH/Forest, n = 240  
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Computing Experiments 

Forest 
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Keating potential optimization.  
Form of a quantum dot Si-Ge 
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Keating potential function 

n is the number of atoms in the crystal lattice;  

• Dij, dik,      ,          are constants  set; 

• Ri = (xi, x2i, x3i) radius vector of the i-th node 

(optimized variables). 
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Features of the problem 
▫ High dimensionality of 105 variables and more 

▫ The high demands on the result accuracy 
 

Tested optimization methods 
▫ Cauchy method 

▫ Conjugate Gradient Method 

▫ Newton's Method 
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The dimension of these problems depends of 

physical limits of the Hessian matrix size which 

flows from the available memory. 

   

The high computational complexity due to the 

required long time for solving problem of such 

dimension 

Difficulties with Newton's method 

implementation 
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Storage of a dense matrix requires about n2 memory cells. 

Hessian matrix 



Russian National Conference MMPR-2019                                                                                                                                                                                      
November 26–29, 2019, Moscow, Russia 

Storage of a sparse matrix requires less then n2 memory cells. 

Sparse Hessian matrix 
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Methods of sparse matrix storage 

 

• Diagonal scheme for storing  circuit tape matrices, 

• Profile storage scheme of symmetric matrices, 

• Connected scheme of sparse storage, 

• Sparse line format, 

 

and a number of other methods, and various their 

modifications. 
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Методы хранения разреженных матриц 
 
• Диагональная схема хранения ленточных матриц, 

• Профильная схема хранения симметрических, 

матриц, 

• Связные схемы разреженного хранения,  

• Разреженный строчный формат,   

 

а так же ряд других методов и различные их 

модификации. 
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Applied method of sparse  

matrix storage 

L is a maximum number of nonzero elements in the Hessian line. For 

considered problem L = 51. 
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The ratio of dense and sparse  

matrices size 

M = 8 n2  the size of a dense array (in bytes). 

Msparse = 51 (8 + 4) n  the size of a sparse matrix (in bytes). 
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Selected format has a number of positive features: 

 

• a fixed amount of memory used order  2·L·n cells 

 

• a small number of occupied cells, about 4-5 % when the dimension 

of the problem is 10⁵  
 

• a quick access to the elements of the main diagonal 

 

• ease of implementation procedures for sparse matrix multiplication  

• on a tight vector 

 

Features of used storage format 
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Computing experiments 

Newton's method modification 
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Computing experiments 

Conjugate gradient method 

 
 

 

 

 

 

 

 

 

 

 

Tests were carried out on a computer system containing 10 cores 

Intel Xeon X5670 
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Huge-Scale separable convex  

  optimization problem 

The classification of local optimization problems  

on the number of variables  

proposed by the Yu.E. Nesterov: 

 

• “Small” – up to 100 variables 

• “Medium” – from 10³ to 10⁴ variables 

• “Large” – from 10⁵ to 10⁷ variables 

• “Huge” – more than 10⁸ variables 
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Huge-Scale separable convex  

  optimization problem 

Difficulties 
• the number of variables – memory limitations 

• the computational complexity – time limit 

• the required amount of computation – time limit 
 

parallel computing 

Required memory 
• float - 4 bytes per cell 

• double - 8 bytes per cell 
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Required memory 
the vector size of n elements 

Memory (RAM) - the main hardware limitations for many modern Huge-Scale 

optimization problem. 
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Test optimization problem 1 

This test function is convex, separable, the minimum value is  

known (fmin = 0). 

 

The calculation of values of the function f(x) and its gradient f(x) 

performed in parallel on different CPU cores, for large-scale 

problems it is impossible for one compute node due to physical 

limitations on the amount of RAM. 
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Computing experiments 

Computational experiments were carried out with 

 
•Computing cluster MBC-100K of Interdepartmental 

Supercomputer Center. 

RAM – 1 Gb, 1 CPU. 

 

•Computing cluster MBC-100K of Keldysh Institute of Applied 

Mathematics RAS. 

 

•Computing cluster “Academician V.M. Matrosov”, unit “Tesla”. 

RAM – 250 Gb, 32 CPU. 
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Computing experiments 
the running time of algorithm 
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Computing experiments 
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Required memory (1 core) 
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Required memory (100 cores) 
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Computing experiments 

 

•good scalability of the proposed implementation; 

 

•the main limiting factor - the amount of available RAM; 

 

•High-performance for separable problems. 
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Test optimization problem 2 
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Computing experiments 
the running time of algorithm 
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Computing experiments 
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Computing experiments, test 2 
Modification of  Polyak method, time (s) 
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Computing experiments, test 2 
Modification of  Polyak method, time (s) 
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Computing experiments, test 2 
Modification of  Polyak method, iterations number 
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Computing experiments, test 2 
Modification of  Polyak method, iterations number 
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The problem of finding  

PageRank-vector 

 
P is a stochastic matrix that defines the original graph. 
 

It is implemented the Fletcher-Reeves conjugate gradient 

method for PageRank problem.  

TP x x

,n n nP R x R 

 , 1, 1,...,1
T

x e e 

0, 1,ix i n 
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PageRank problem 
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PageRank problem 

where A = PT – I, I is unit matrix, Sn(1) is unit simplex in; 

e = (1,...,1); 

     is penalty parameter for missing constrains                  . 
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Traditional gradient methods 

We make complete (“normal”) calculation of the 

optimized function and its gradient at each iteration.  

Computational complexity of order O(s n). 

 

Tested implementation (CPU + GPU): 
• Conjugate gradient method (CG, different versions); 

• Conjugate gradient method of Yuri Nesterov; 

• Barzilai-Borwein  method (BB); 

• B.T. Polyak method; 

• Cauchy method. 
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Computational experiments 

Were performed on system with the following characteristics: 

•Intel Core i5-2500K, 16 GB RAM, GeForce GTX 580 (512 CUDA Cores) 

• gcc-5.2.1 

• CUDA toolkit 7.5 

 

The assembly is made in Release mode.  

Compilation flags: -O2 -std = c ++ 11 -mcmodel = small. 

 

Test web-graphs were downloaded from Stanford University  website: 

•Stanford Large Network Dataset Collection (snap.stanford.edu/data) 

 

•For all the tasks we set f* = f0 10-4, the algorithms were allowed to use 

unlimited time and iterations. The starting point was set 
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Characteristics of the A matrix 
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Minimization time 
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Stanford Problem  
Methods convergence 
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NotreDame Problem 
Methods convergence 
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BerkStan Problem  
Methods convergence 
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Google Problem 
Methods convergence 
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Update methods 

The basic idea, which can allow to solve effectively such 

problems, is to take into account the matrix sparseness 

when selecting optimization method, and implementing  the 

program. 
 

Considered methods at each iteration minimize  not all the 

components of the vector x, but only several (1-2 

variables). This approach is associated with a sparse 

statement (the matrix A), and with the sparseness of the 

solution (a vector x) for this class of problems. 
 

This approach allows one to build effective in complexity 

evaluating methods, but often requires a number of non-

trivial steps for efficient software implementations.  
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«Пересчетные» методы 

Основной идеей, позволяющей эффективно решать такие задачи 

является правильный учет разреженности исходной постановки как на 

уровне выбираемого метода оптимизации, так и на уровне его 

последующей программной реализации. 
 

Рассматриваемые методы относятся к покомпонентным, т.е. на каждой 

итерации производится минимизация не по всем компонентам вектора 

x, а лишь по небольшой его части (1-2 переменных). Данный подход 

связан как с разреженностью постановки (матрица A), так и с 

разреженностью самого решения (вектор x) для рассматриваемого 

класса задач. 
 

Такой учет фактора разреженности позволяет построить эффективные 

методы с точки зрения оценки сложности, но зачастую требует 

выполнения ряда нетривиальных шагов для получения эффективных 

программных реализаций.  



Russian National Conference MMPR-2019                                                                                                                                                                                      
November 26–29, 2019, Moscow, Russia 

Example of Update Iteration 
 

Accordint to the philosophy of componentwise methods for 

each iteration, we slightly change the optimized vector  

xk +1= xk + ek. Here the vector  ek  consists mainly of zeros, 

so these “full” calculations become too “expensive”. 

We turn to the updating function and its gradient: 

 

 

 

 
 

Obviously, the complexity of these operations is 

substantially less than one when using the traditional 

approach. 
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Implemented Methods 
 

Application of described updating ideology allows us to 

create effective methods for this class of problems, which 

have significantly better estimates regarding to the 

“traditional” ones.  

 

We propose 3 of these methods: 

•  NL1  – direct gradient method in the 1-norm; 

•  FW  –  Frank-Wolf method of conditional gradient; 

•  GK  – randomized mirror descent in the Grigoriadias-

Khachiyan form. 
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NL1 
Direct gradient method 

 

 

 

 

 

 

 

 

 

 

 
Here we got 2 function and gradient computation at one iteration. 
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FW   

  Frank-Wolf method of conditional gradient 

 

Where 1 is on the position: 

 

 

Here we got 1* function and gradient computation at one 

iteration. 
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GK  

Saddle statement of problem and randomized mirror descent 

 

This problem can be rewritten in a saddle form: 

 

 

As a result, the problem can be rewritten, preserving the 

properties of sparseness as: 

 

 

 
Аникин А.С., Гасников А.В., Горнов А.Ю., Камзолов Д.И., Максимов Ю.В., Нестеров 

Ю.Е.Эффективные численные методы решения задачи PageRank для дважды разреженных 

матриц //Труды МФТИ. 2015. Т. 7, № 4, С. 70-91. 
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Computational experiments 

The behavior of these methods was studied on the PageRank 

problem with matrices of 3 types: 

 

• Diagonal, with given number of the diagonals: nd = 1,3,5, ...  

Each matrix row / column contains                      

nonzero elements; 

• Randomly generated structure. Each matrix row / column 

contains exactly s of non-zero elements; 

• Stanford University problems. Matrix contain any number of 

non-zero elements. 
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GK Method with different N 

 

 

 

 

 

 

 

 

  

 

 

A is random, n=102, s=3. 
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FW vs NL1 

 

 

 

 

 

 

 

 

  

 

 

A is diagonal. 
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FW vs NL1 

 

 

 

 

 

 

 

 

  

 

 

A is random. 
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Time (sec.) for solving PageRank 

problem for web-graphs 
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Iteration costs for web-graphs problem 
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Web-NotreDame problem solution 
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Web-BerkStan problem solution 
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Conclusions 
  The optimization problem of large dimensions    

can be solved (for complex productions - the 

principle “best-of-known”); 

 

  These problems should be studied deeply and 

actively by a wide range of specialists; 

 

  The correct choice of methods is an important 

issue, especially for the class of Huge-Scale 

problems; correct setting of optimization techniques 

parameters significantly affect their performance and 

efficiency. 
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