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AnHoTauunsa

Joknag coctonT n3 Tpéx Yacrteii.

1. O630p BEPOSATHOCTHLIX MOAENEl S3blKa: HYaCTOTHLIX,
TEMATUYECKUX, ANCTPUBYTUBHBIX, rNyDOKNX HelpoceTeBbIX.
Uenn n 3agaum TeMaTu4eCKOro MoAeaMpPOBaHUs, U NOYEMY OHO
OCTa&TCS aKTyasibHbIM B 3MOXY DOJIbLINX SI3bIKOBLIX MOAEEI.

2. Teopus agANTUBHON PErynsipu3aunmm TEMaTUYECKUX MOAENel
(ARTM) konuentyansHo npubnmxaer EM-anropntm obyuerus
BEPOATHOCTHbBIX TEMATNYECKMX MOAENENA K FPagUeHTHBIM METOAAM
obyyeHns aUCTpUBYTUBHBIX U HEiPOCETEBLIX MOAENENA A3bIKa.

3. HoBas TemaTnyeckasi MOLENb NOKA/IbHLIX KOHTEKCTOB MO3BOJSET
OKOHYATENbHO YITU OT rMNOTE3blI K MELLKA CJIOB» — Hambonee
KPUTWKYEMOro AONYLWEHNA B TEMAaTUYECKOM MOAENNPOBAHNN.

Mo cytwn, aTo npocTeiiwnii BapuaHT Mogenu BHUMaHus bes
obyyaembix napameTpoB, C HoraTbiMn BO3MOXXHOCTSIMW Pa3BUTUSI.



CopepxxaHue

@ BeposaTtHocTHbIe A3bIKoBLIE MO
@ TEeMaTUYECKOE MOAENPOBAHMNE
® AncTpnbyTUBHAA CEMaHTMKa
@ BHUMaHUe u TpaHcdhopmep

e BepoATHOCTHOE TEMaTU4eCKOoe MOoAennupoBaHue
@ jleMMa O MaKCUMMW3auUKM Ha eAUHUYHbBIX CUMMAEKCAX
@ Teopusi aALUTUBHOW perynsipmsauunu
@ NpakTU4Yeckue 3ajavn TEMATUYECKOrO MOLEIMPOBAHNSA

9 OT «mMewka c0B» K TEMAaTUHECKOMY BHUMAHUIO
@ TemMaTM4eCKoe MOAE/MPOBAHUE NOKAJIbHBIX KOHTEKCTOB
@ aHaNoOrMmM C HEMpOCETEBLIMY MOAENSMN SA3bIKA
@ OTKpbITbIE NpobaemMbl, BbIBOAbI, 0bCYXaeHMne



BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
e TemaTun MopgenMposaHne AncTpubyTrBHaA cemaHTUKa

y BHUMaHUIO BHMMaHMe 1 TpaHcdopmep

dBontounNsa NOAX0A0B MalLLMHHOIO ODy4YeHMs B aHanU3e TEKCTOB

Hexkomnosnuymnsa 3agay no ypoeuam nupamugsl NLP L

=
AN

@ MOpOSIOrNYEeCKNiA aHaNn3, NeMMaTN3auns, ONedHaTKy

@ cuHTakcnyecknii aHanus, soigenenne tepmutos, NER NG,

@ CeMaHTM4ECKN aHanNu3, BbligeNeHne PakToB, TEM

BeposiTHOCTHbIE MOAENN A3blka HA OCHOBE BEKTOPHbLIX
NpeacTaBNeHNA CIOB U MAaTPUYHBIX PA3NOKEHUA

@ wmopenn aucTpubyTUBHOW CEMaHTUKM:
word2vec [Mikolov, 2013], FastText [Bojanowski, 2016]

@ Ttematuyeckne mogenu LDA [Blei, 2003], ARTM [2014]

HelipoceTeBble MOAENUN OKAJIbHBIX KOHTEKCTOB
@ pekyppeHTHble Heliportbie cetn LSTM [1997]

@ MOoAenn BHUMaHUS N TPaHCHOPMEPHI: [ S [
BERT [2018], GPT-3 [2020], GPT-4 [2023]  softmax| "0 ° i | [

Vd
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTrBHaA cemaHTUKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

I'IpOCTe|7||.ua9| H4aCTOTHasA BEPOATHOCTHAA A3blKOBasA mMofgesib

OaHo:

(wa,...,w,) — TekcT, cocTosiwmii n3 cnos w; cnosapss W, nnbo
n

ny = Y [w; = w| — vacTtoTbl cnos (runoresa «mewka ciosy)
i=1

Haiitu:
p(w) = £, — BEPOSITHOCTHYIO A3bIKOBYIO Mogens (B.n. W)

KpuTepuii: makcumym norapudpma npaegonogobus:

Inﬁp(w, Zlnfw = Z nwin&, — max
i=1

weW {&w}

npu orpavnyenmsx ». &, =1, £, >0, we W

weWw
Pewenue (n3 ycnoenii Kapywa—-KyHna—Takkepa):
§w = " — 4aCTOTHas OLeHKa BEPOSATHOCTU BCTPETUTbL COBO W
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BeposiTHOCTHBIE si3bIKOBBIE MOaenn TeMaTn4ecKoe MoaesivpoBaHue
e TemaTu MofenunpoBaHue aucTpnbyTuBHas cemaHTuMKa
y BHUMaHUIO BHMMaHMe 1 TpaHcdopmep

BepoaATHOCTHasA S3bIKOBasi MOAENb KOJIJIEKUUN JOKYMEHTOB

OaHo:
d = (Wg1,...,Wdn,) — TeKCTbI gokymenToB, d € D, nnbo

Ngw = Y [Wgi = w] — 4acToTbl cnoe (runotesa «Mewka cios>)

Haintu:
p(w|d) = g — BEpOATHOCTHYIO s3bIKOBYIO Mogens (B.n. D x W)

Kputepuii: makcumym norapudpma npasgonogobusi:

In H Hp(wd,-\d) = Z ZIn{Wdid = Z Z Ngw &g — {max

deD i=1 deD i=1 deD wew Swd}
npu orpandennsx » Eug =1, {ug =0, we W, de D
weW

Pewenne (n3 ycnoenii Kapywa-Kyna—Takkepa):
_ hyg ~ n
Ewd = "ot — HaCTOTHAs OLEHKa YC/IOBHOI BEPOATHOCTM ( # TW)
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTn4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTrBHaA cemaHTUKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

BepOSITHOCTHaﬂ TeMaTu4deckas mMmojesib Konnekumm OKyMeHTOB

[aHOo: KONNEeKUMS TEKCTOBBIX JOKYMEHTOB KakK « MELLKOB-C/IOBY
@ ng, — yacrtota cnosa (tepma) w € W B gokymente d € D

| T| — ckonbKo TeM xOTUM onpefennTs B Koaekuuu D
HaiiTu: TemaqueCKyro A3bIkoBYt0 Mogens (B.n. D x W x T)

o p(w|d) = |}j<t (tld) = > dwibia
teT

e p(wlt) = <Z5wt — U3 KaKux CJIOB W COCTOMT Kaxkpasi Tema t € T

@ p(t|d) = 0;y — 13 KakNX Tem t COCTONT KaXKAbI JOKYMEHT d

KpuTepuii: npasgonogobue npeackazaHus OB W B AOKyMeHTax d

Z Z Ngw In Z OwiOtg — max

deD wed teT

Hofmann T. Probabilistic Latent Semantic Indexing. ACM SIGIR, 1999.
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BeposiTHOCTHBIE si3bIKOBBIE MOaenn TeMaTn4eckoe MoaesivpoBaHne
c e TemaTu MofenunpoBaHue aucTpnbyTuBHas cemaHTuMKa
y BHUMaHUIO BHMMaHMe 1 TpaHcdopmep

Tpu nHTepnpeTauuu 3aga4m TEMAaTUHECKOro MOAENNPOBaHUSA

1. MaTpuyHoe pa3foXeHne — HU3KOPaHIOBOE, CTOXaCTUYECKOE:
d D i T

w w

2. Markas 6u-knacrtepusauus JOKYMEHTOB U CJIOB MO TEMaM

3. ABTOKOOAMNPOBLVK AOKYMEHTOB B TeEMaTn4eckue ambeaunuru:

— KOAMPOBLINK  fo: % — 04 p(t|d)
— OEKOANPOBLUNK g¢: Oy — POy O
p(w|d) p(w|d)
33/a4a PEKOHCTPYKLUM: (m) (Do 0a)
. nd
> ngw In{pw,04) — min
d,w [ONC)
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTn4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Mpumep 1. MynbTnA3bivHaa mogens Bukunegun

216 175 pyccko-aHraniicknx nap crateii, yucio tem | T| = 400
Mepsbie 10 cnos n nx vactotsl p(w|t) B %:

Tema Ne68 Tema Ne79
research 4.56 | nHCcTUTYT 6.03 || goals  4.48 | maTy 6.02
technology ~ 3.14 | yHusepcuter  3.35 || league 3.99 | nrpok 5.56
engineering  2.63 | nporpamma 3.17 || club 3.76 | cbopHas 451
institute 2.37 | y4ebHbIn 2.75 || season 3.49 | dk 3.25
science 1.97 | texHuyeckunii  2.70 || scored 2.72 | npoTtus 3.20
program 1.60 | TexHonorns 2.30 || cup 2.57 | knyb 3.14
education 1.44 | Hay4HbIii 1.76 || goal 2.48 | dpytbonuct 2.67
campus 1.43 | nccneposanne 1.67 || apps 1.74 | ron 2.65
management 1.38 | Hayka 1.64 || debut 1.69 | 3abusate  2.53
programs 1.36 | obpazosanue 1.47 || match 1.67 | komaHga 2.14

Aceccop oueHun 396 Tem 13 400 kak XOpOLLO MHTEPNPETUPYEMBbIE.

Vorontsov, Frei, Apishev, Romov, Suvorova. BigARTM: Open Source Library for
Regularized Multimodal Topic Modeling of Large Collections. AIST-2015.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTn4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Mpumep 1. MynbTnA3bivHaa mogens Bukunegun

216 175 pyccko-aHraniicknx nap crateii, yucio tem | T| = 400
Mepsbie 10 cnos n nx vactotsl p(w|t) B %:

Tema Ne88 Tema Ne251
opera 7.36 | onepa 7.82 || windows  8.00 | windows 6.05
conductor 1.69 | onephbiin - 3.13 || microsoft 4.03 | microsoft 3.76
orchestra 1.14 | pupuxep 2.82 || server 2.93 | Bepcus 1.86
wagner 0.97 | neBey, 1.65 || software  1.38 | npunoxexne  1.86
soprano 0.78 | neBnuya 1.51 || user 1.03 | cepsep 1.63
performance 0.78 | Teatp 1.14 || security 0.92 | server 1.54
mozart 0.74 | naptusa 1.05 || mitchell ~ 0.82 | nporpammubii  1.08
sang 0.70 | conpato 0.97 || oracle 0.82 | nonb3oBaTens 1.04
singing 0.69 | Barnep 0.90 || enterprise 0.78 | obecneuenne  1.02
operas 0.68 | opkectp  0.82 || users 0.78 | cuctema 0.96

Aceccop oueHun 396 Tem 13 400 kak XOpOLLO MHTEPNPETUPYEMBbIE.

Vorontsov, Frei, Apishev, Romov, Suvorova. BigARTM: Open Source Library for
Regularized Multimodal Topic Modeling of Large Collections. AIST-2015.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTn4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Mpumep 2. BurpammHas mopens Hay4HbIX KOHbepeHuuii

Konnekuyus 1000 crateil koHdeperuymnii MMPO, NOW na pycckom

pacno3HaBaHue obpasoe B buonHdpopmaTrke TEOPUS BbIYNCNNTENBHON CHOXKHOCTN
YHUrPaMMbl burpaMmbl YHUrPaMMBbl brrpammbl
obbekT 3aja4a pacnosHasaHus 3aga4a pazpensite MHOXECTBA
3agava MHO>ECTBO MOTNBOB MHOXECTBO KOHEYHOE MHOXKECTBO
MHO>KECTBO cmcTeMa macok NOAMHOXECTBO YC/0BNE 3a4a4m
MOTMNB BTOPMYHAS CTPYKTYypa ycnosue 3a4a4a O MOKPLITNN
paspewnmMocTb cTpykTypa 6enka Knacc NOKPbITNE MHOXECTBA
Bbibopka pacnosHaBaHue BTOPNYHOI | pelueHue CUIbHBITE CMBIC
Macka cocTosHne obbekTa KOHEYHbIN pasgensiownii KOMUTET
pacnosHaBaHme obyqatowas eeibopka 4ncno MVHUMAabHbIN adbbUHHbIG
MH(OPMATNBHOCTL OLIEHKA MHAOPMATNBHOCTY | achdUMHHBbIT adpuHHbBIA KOMUTET
COCTOsIHNE MHOXECTBO 0OBEKTOB cny4aii acbbuHHbIA pasgenstownii
33aKOHOMEPHOCTb  Pa3peLuMMOCTb 3agaqn nokpbITHE obLyee nosoxkeHmne
cncrema KpUTEpPNiA paspewmmoctun | obuymii MHOXECTBO TOYeK
CTpyKTYypa MHEGOPMATMBHOCTL MOTUBA | MPOCTPAHCTBO CJIyHaii 3ajaqm
3Ha4eHune nepBnYHaA CTPYKTypa cxemMa obwnii cnyyaii
PEeryasipHoCTb TYMNKOBOE MHOXECTBO KOMUTET 3agava MASC

Cepreii Crennn. MynbTurpaMMHbie agauTBHO Perynsipu3oBaHHble TEMaTUYeckmne
mopenn // Marnctepckas pucceptaumsi, MOTW, 2015.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTn4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTrBHaA cemaHTUKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHMMaHMe 1 TpaHcdopmep

Mpumep 3. CoBMmeleHe TeMNOpasibHOW U N-rpaMMHOA Mogenu

Konnekuusi exeHesenbHbix BoiCTynneHuii npesugeHtos CLLIA

6000 TOT — Mexican War 3000 Our Model — Mexican War
4000 2000
2000 1000
0, o 0
1800 1850 1900 1950 2000 1800 1850 1900 1950 2000
1. mexico [8. territory 1. cast bank 8. military
2. texas 9. army 2. american coins 9. general herrera
3. war 10. peace 3. mexican flag 10. foreign coin
4. mexican 11. act 4. separate independent |11. military usurper
5. united 12. policy 5. american commonwealth|12. mexican treasury
6. country |[13. foreign 6. mexican population 13. invaded texas
7. government|14. citizens 7. texan troops 14. veteran troops

Shoaib Jameel, Wai Lam. An N-gram topic model for time-stamped documents. 2013.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn
BeposiTHocTHOe TemaTuyeckoe MofenvpoBaHue

TeMaTn4eckoe MoaesivpoBaHne
aucTpnbyTuBHas cemaHTuMKa
BHMMaHMe 1 TpaHcdopmep

OT «mewka cnos

K TeMaTW4eckoMy BHMUMaHUIO

Mpumep 3. CoBMmeleHe TeMNOpasibHOW U N-rpaMMHOA Mogenu

Konnekuusi exeHesenbHbix BoiCTynneHuii npesugeHtos CLLIA

6000 TOT — Panama Canal Our Model — Panama Canal
6000
4000 4000
2000 2000
0 0
1800 1850 1900 1950 2000 1800 1850 1900 1950 2000
1. government 8. spanish 1. panama canal 8. united states senate
2. cuba 9. island 2. isthmian canal 9. french canal company
3. islands 10. act 3. isthmus panama 10. caribbean sea
4. international|11l. commission 4. republic panama 11. panama canal bonds
5. powers 12. officers 5. united states government 12. panama
6. gold 13. spain 6. united states 13. american control
7. action 14. rico 7. state panama 14. canal

Shoaib Jameel, Wai Lam. An N-gram topic model for time-stamped documents. 2013.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTn4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

L'.eﬂlll N He-uenm TteMmatTnydeCckoro moaenmposaHus

Uenu:

@ BbISIBASTH TEMATUHECKYIO KJACTEPHYIO CTPYKTYpY
TEKCTOBOI KOJIIEKUMN (CKONBKO B Hell TeM, U 0 4€M OHMU),
NpeacTaBnss pesynbTaT B yaobHoi ansa Yenoseka dopme

@ MOy4aTb MHTEPNPETUPYEMbIE TEMATUHECKNE BEKTOPbI
(smbeantrun) cnos p(t|w), cnos-s-konTekcte p(t|d, w),
nokymenToB p(t|d), dpparmenTtos p(t|s), obwvektos p(t|x)

@ pewaTh C UX NOMOLLBIO 33Ja4N MONCKA, Knaccugurkaymm,
uabTpaLMmM, CermMenTaynm, CyMMapusaumn TeKCTOB

He-uenu:
@ yraabiBaTb C/I0Ba NO KOHTEKCTY (310 cnabasi mogenb A3bika)
@ NOHUMAaTb CMbIC/ TeKCTa (TEM He ZOCTATOHHO A4S 3TOrO)
@ reHepupoBaTb OCMbICNEHHbIA TekcT (cnabble ambeguHrn)
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BeposiTHOCTHBIE si3bIKOBBIE MOaenn TeMaTn4eckoe MoaesivpoBaHne
BeposiTHocTHOe TemaTuHeckoe MogenmpoBsaHue aucTpnbyTuBHas cemaHTuMKa
OT «MelwKa cnoB» K TeMaTMHECKOMY BHUMaHMIO BHMMaHMe 1 TpaHcdopmep

HEKOTopre npunnoXXeHnsa TemaTndeCckoro moaesimpoesaHunsa

pa3BefOHYHbIli NOUCK B NONCK TEMATUHECKUNX BbISIBJIEHNE N OTC/EXMNBAHNE
3NEKTPOHHbIX 6ubnnoTekax coobuiecTs B couceTax ueno4vek HOBOCTEl

- .i-?g, R e 2003 2007

2004 2005 2008 2009 2010

MYAbTUMOAANbLHBIT MONCK aHanun3 6aHKOBCKMNX MonCK NaTTEPHOB B 3aAavax
TEKCTOB 1 N306parkeHnii TPaH3aKUMOHHBIX AAHHBIX 6rnonndopmaTtkn

J.Boyd-Graber, Yuening Hu, D.Mimno. Applications of Topic Models. 2017.

H.Jelodar et al. Latent Dirichlet allocation (LDA) and topic modeling: models,
applications, a survey. 2019.
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BeposiTHOCTHBIE si3bIKOBBIE MOaenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTrBHaA cemaHTUKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

OncTpubyTtueHag runotesa v Bugbl CEMaHTUYECKOW 0AM30CTU CNOB

Kak 3aKOANPOBaTb BEKTOPOM HE TONbKO TE€MbI, HO CMbICA cnosa?
CMbICA CNOBa €CTb MHOXECTBO BCEX KOHTEKCTOB €ro yn0Tpe6neH|/|;|

@ Words that occur in the same contexts tend to have similar
meanings [Harris, 1954].

@ You shall know a word by the company it keeps [Firth, 1957].

CuHTarmatnyeckasi 6au30CTb CNOB:
COYETAaEeMOCTb CJI0B B OAHOM KOHTEKCTE e
(3manme—cTpounTens, kpaH—BoAa, PyHKLUA-TOHKA)
MapagurmaTudeckas 61130CTb CNOB:

ooEooo
B3aMMO3aMEHAEMOCTb CJI0B B OJHOM KOHTEKCTE

(3paHne—pom, KpaH—cmecuTesnb, yHKLUA—0TObpaxeHne)

Z.Harris. Distributional structure. 1954.
J.R.Firth. A synopsis of linguistic theory 1930-1955. Oxford, 1957.
P.Turney, P.Pantel. From frequency to meaning: vector space models of semantics. 2010.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AVCTpnbyTUBHAs ceMaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

OO6yueHue BekTOpHbIX NpeacTaBneHuii cnos (word2vec)

Oano: {wi, ..., w,} — TEKCT, NOCIEAOBATENLHOCTL CNOB (TOKEHOB)
Ci={...,wj,...} — KOHTekcT cnoBa w;, Hanpumep, Ltk cnos

Haiitu: BekTopbl uy, vy (embedding), kogupytowme cmbica cros
p(w|w;) = Soft%ax(uw, Vw,) — Si3bIKOBast MoAens Skip-gram
we

Kputepuii: log-loss gns 6unaphoii knaccucbukaymm nap cnos:

Z Z (log P(+1‘W7 Wi) + log p(—l]v_v, W,')) — max

u,v
i=1 we(;

p(y|w, w;) = o (y(uw, viw,)) — mopens knaccndukaumm, y = +1;
y = +1, ecnn w HaxoaMTCA B KOHTEKCTE CNOBa W;;

y = —1, ecnu w He HaxOZMTCA B KOHTEKCTE COBa W;;

w camnaunpyetcsi uz p(w)3/4 (skip-gram negative sampling, SGNS)

T.Mikolov et al. Efficient estimation of word representations in vector space, 2013.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AVCTpnbyTUBHAs ceMaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Cea3b word2vec ¢ MaTpUUYHBIMU Pa3/0XEHNAMU

d — pasMEpHOCTbL BEKTOPOB CAOB Vy, U Uy, cnosaps W
V = (Vw)Wwxd — MaTpuua npeackasblBatoLLMX BEKTOPOB CJIOB
U = (uw)wxd — MaTpuLa npefckasbiBaeMbIX BEKTOPOB CJIOB

SGNS cTpout maTpuuHoe pasnoxenue P ~ UVT matpuup
Shifted PMI (Point-wise Mutual Information):
Napn

P,y =1In —Ink,

ning
nap — HacToTa napel CjioB a, b B okHe tk cnos,

Ny, Np — 4HNCNO Nap C y4aCTUEM C/0Ba a mn b COOTBETCTBEHHO,
n — 4YMNCno BCEX Nap CNAOB B KoONAeKuun.

B kauecTtse sspucTuku ucnonbsytoT Takxe Shifted Positive PMI:

Napn
Ph=(In 220 —ink) .
Nanp +

O.Levy, Y.Goldberg. Neural word embedding as implicit matrix factorization. 2014.
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BeposiTHOCTHBIE si3bIKOBBIE MOaenn TeMaTn4ecKoe MoaesivpoBaHue
MofenunpoBaHue AMCcTpubyTMBHAA ceMaHTUKa
My BHUMaHUIO BHMMaHMe 1 TpaHcdopmep

Mposepka Ha 3agadvax ceMaHTMYeCcKoi DAM30CTM U aHaNoruu cCnos

3agava cemaHTn4eckoi 61M30CTU CNOB:
no Bbibopke nap cnos (a, b) oueHnsaetca koppensyms Cnupmena
MEXAY COS(Va, Vp) 1 IKCMEPTHBIMU OLEHKaMI BAM30CTI CIOB

3apaya cemaHTMYeCKOW aHanormy Cnos.:
no TPEM CNOBaM yrajaTb YeTBEPTOE

Spein \
Italy \Madzid

Gemmany — e

Berlin

Turkey \
Ankara

Russia

walked

Moscow
Canada ——— Ottawa
Japan ———_ kyo
Vietnam Hanoi
swimming china - Beijing
Male-Female Verb tense Country-Capital
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AVCTpnbyTUBHAs ceMaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Mopenb BekTOpHbIX npeactasneHuii FastText

Mpes: BeKTOpHOE NPEACTABAEHNE CNOBA W ONpeaenseTcs
KaK CyMMa BEKTOPOB BCex ero bykseHHbix n-rpamm G(w):

Z“g

geG(w)
B Skip-gram BmecTo BekTOpOB CNOB U,, ODy4atOTCSH BEKTOPBLI Ug
Mpumep: G(mapmonw6) = {<za, apm, pMo, Mo, 07110, 106, 06> }
Mpeumyutecrtsa:
@ D70 pewaeT npobaembl HOBbIX CJIOB 1 C/I0B C OMNeYaTKaMu
@ lNopxoguT ons 06paboTKM TEKCTOB COLMANbHLIX MeAna

@ CnoBapb 2- n 3-rpaMM MHOrO MeHbLUE C/0Bapsi C0B
@ CyuwecTtyeT MHOro npefobyyeHHbIX MOAenel

Bojanowski et al. Enriching word vectors with subword information. 2016.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AVCTpnbyTUBHAs ceMaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Mopgenu BekTOpHbLIX NpeacTaBAeHnii A TeKcTos u rpados

word2vec: smbeguHru (BEKTOpHbIE NPEACTaBAEHUS) CIOB

T.Mikolov et al. Efficient estimation of word representations in vector space. 2013.

paragraph2vec: ambennHru pparMeHTOB N LOKYMEHTOB

Q.Le, T.Mikolov. Distributed representations of sentences and documents. 2014.

sent2vec: ambeannrn npeanoxeHnii

M.Pagliardini et al. Unsupervised learning of sentence embeddings using compositional n-gram features. 2017.

FastText: ambegnHrun CUMBOMBHBIX N-rpamm
https://github.com/facebookresearch/fastText

node2vec: ambegunnru sepwimnH rpada

A.Grover, J.Leskovec. Node2vec: scalable feature learning for networks. 2016.

graph2vec: bonee obwme smbegunru Ha rpadpax

A.Narayanan et al. Graph2vec: learning distributed representations of graphs. 2017.

StarSpace: ambegunrn yero yrogHo ot Facebook Al Research
L.Wu, A.Fisch, S.Chopra, K.Adams, A.B.J.Weston. StarSpace: embed all the things! 2018.

BERT: smbeguuru cpas u npegnoxenuii ot Google Al Language

J.Devlin et al. BERT: pre-training of deep bidirectional transformers for language understanding. 2018.

GPT-3: ambegunrun, npegobydernsie no 570Gb tekctos ot OpenAl

T.B.Brown et al. Language Models are Few-Shot Learners. 2020.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Tpacchopmep gna malwMHHOro nepesoga

Tpacgpopmep (transformer) — 370 HelipoceTeBas apxuTekTypa Ans
TpaHcdOpMaL MK BEKTOPOB C/IOE B KOHTEKCTHO-3aBUCUMbIE

Cxema npeobpa3oBaHuii gaHHbIX B MalUMHHOM MepeBoae:

© S=(wi,...,wy) — C/0OBa NPESJIOKEHNSI HA BXOLHOM S3bIKE
J  obyuaemas nnu npen-obydyeHHas BEKTOpU3aLUS CNOB

@ X = (x1,...,Xn) — BEKTOPbI C/IOB BXOAHOTO MPEAIOKEHNS]
}  TpaHcdopmep-koanpoBLLMK

@ Z=(z1,...,2,) — KOHTEKCTHO-3aBUCUMbIE BEKTOPbI C/OB

}  TpaHcdopmep-aeKoanpPOBLLMK, NOXOXK Ha KOAWPOBLLMKA

@ Y =(y1,-..,Ym) — BEKTOPbI C/IOB BbIXOAHOTO MPELJIOKEHMS
J  reHepauusi cnoB N3 NOCTPOEHHON A3bLIKOBOW Mogenu

© S=(Wi,...,Wn) — CNOBa NPESNOXKEHNSI HA BBIXOGHOM Si3blKe

Vaswani et al. (Google) Attention is all you need. 2017.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue

TeMaTM4eckoe MoaesnposaHmne
ANCTPMOYTMBHaA ceMaHTUKa

BHMMaHMe 1 TpaHcdopmep

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO

Mopgenn BHUMMaHUA ANs MALIMHHONO Nepesoja

X:(Xh..
Y =(,...

.y Xn) — BEKTOPbI CJIOB BXOGHOTO MPEASIONKEHMS
,¥m) — BEKTOPbI C/IOB BbIXOAHOIO MPEANOKEHNS

Mopgenb BHAMaHMS OLEHMBAET MaTpULYy CEMAHTUYECKOrO
cxoacTtea Ay = a(X;, ¥t) — HaCKOIbKO BXOAHOE C/OBO X; BaXKHO
(TpebyeT BHUMaHUSA) Ans 06pabOTKM BLIXOLHOrO CNOBA Yy

5
£
@

-4

o
accord

1
convient
de;
noter
que!

W
environnement

économique
européenne
a

été

signé

en

aolt

1992

le
moins|
connu
de.

o
environnement

<end> <end>|

A
@
.V

avenir
avec
ma|
famille

a

dit

W
homme

<end>

Bahdanau et al. Neural machine translation by jointly learning to align and translate. 2015.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Mogens BHumaHusa Query—Key—Value

G — BEKTOP-3anpoc ANA TpaHCopMayun B BEKTOP-KOHTEKCT Z
K = (ki,...,Kn) — BEKTOPbI-K/IO4M, CPABHMBAEMbIE C 3aMPOCOM
X = (X1,...,Xn) — BEKTOPbI-3HA4YEHUs, ODPaA3YIOLLME KOHTEKCT

Mogenb BHUMaHus — TPEXCNOHAS CeTb, BbIYUCAAIOLLAS Z Kak
BbINYKAYIO KOMOUHALMIO BEKTOPOB X;, PENEBAHTHBIX 3anpocy q:

z = Attn(q, K, X) = g x; SoftMax a( ki, q),
- i
1

rae a(k, q) — oueHka penesaHTHOCTM Knto4a k 3ampocy g,
Hanpumep a(k, q) = kTq wan k™ Wq c matpuueii napamertpos W/

Mogens BHyTpenHero siumanus (camoHumanms, self-attention):
zZi = Attn(qu;, Wi X, WVX)

TpaHCOPMUPYET BXOAHYIO nociegoBaTensHocTb X = (X1, ..., Xp)
B BbIXOAHYIO MOC/EA0BaTENbHOCTb BEKTOPOB KOHTEKCTa (Z1, . . ., Zp)
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTrBHaA cemaHTUKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

ApxuTekTypa TpaHchopmepa-KoaMPOBLLMKA

1. JobaenstoTcs Mo3NLMOHHBIE BEKTOPLI P

oy . _ d = dim x;, p;, h; = 512 Input
hi =xi+pi, H= (h17 cees hn) it 2 512 x n Emgsslding
2. J ronoB camMOBHUMaHUS: j=1,...,0=8 pi @_@
W = Attn(Wih;, W/ H, WiH) = dmh=6l hi
i k dim WJ, Wj, Wi = 64x512 —
3. KonkaTtenauus (multi-head attention): ‘ﬁ%
h/ = MH : hj = hl e hJ dim ! = 512 Attention
1 J\ i i i
ho |
4. CkBO3Hasi CBSI3b + HOPMUPOBKA YPOBHS: )
. = . i U1,01 dimh!’, p1, 01 = 512 i
hf’ LN hf+h 11, i’ "
( 1
5. MNMonHoceszHas 2x-cnoiinasa cetb FFN: | Bl
" 7 dim Wy = 2048 x512
hi =W ReLU(Wlhi + bl) + by dim Wa Z 512x2048 ! h’
6. CkBo3Has CBSA3b + HOPMUPOBKA YPOBHS: | —~CAddE Nom ] |
Zj = LN(h:/I + h;/, M2, ()'2) dim z;, p2, 02 = 512 N Zj
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BeposiTHOCTHBIE si3bIKOBBIE MOaenn TeMaTn4ecKoe MoaesivpoBaHue
aucTpnbyTuBHas cemaHTuMKa
BHMMaHMe 1 TpaHcdopmep

Heckonbko gonosiHeHUW 1N 3amedaHunii

@ N = 6 6nokos h; =~ z; COeANHAOTCA NOCNEA0BATENBHO
@ smbeannru cnoe x; € RY — obyuaembie nnn npen-obyuennsie
@ Hopmupoeka yposHs (Layer Normalization), x, 1,0 € RY:

LN (X/LO’)—O‘SX —i—,us, s=1,...,d,

X
o 1 2 _ 1 -\2
X=52.X n oz =75> (xs—X)° — cpeaHee n aucnepcus x
s S

@ [losnuun cnos i KoAMPyOTCA BekTOpamu p;, i =1,....n;
4em bonbue |i — j|, Tem Gonbie ||p; — pj||, n He orpannyeno:

pis = sin(i 10784), Pisyd = cos(i107%4), s=1,..., g

i=1 1.0

i=20\
s=1
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BeposiTHOoCTHble s3bIkOBbIE Mogenn
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue

TemMaTu4eckoe MogesiMpoBaHuMe
AncTpubyTrBHaA cemaHTUKa

OoT BHUMaHue n TpaHcdopmep

MellKa C/ioB

My BHUMaHMUIO

ApxuTekTypa TpaHccopmepa AeKoAMPOBLLMKA

ABTOpErpecCMOHHbIA CUHTE3 NOCNEAOBATENbHOCTY!

l Wi Wt—1
Yo = (BOS) — BeKTOp CMMBOJNIA HaYana; =N
anascex t=1,2,...: AL X [ Vi1
P, Qo
1. MacknpoBaHune «aaHHbIX U3 OyayLEroy : o
. _ |2 Y
ht = Yt-1 1 Pt Ht = (hl, ceey ht) Multi-Head Masked
Attention Multi-Head
2. MHoromepHoe camMOBHUMaHMe: Ad‘;"z”:""
— , j j j =
t =LNoMH;o Attn(tht, W/ He, WiH;)
3. MHoromepHoe BHUMaHNE Ha KOAWPOBKY Z: T
" o__ . Y ITNARY Vil yor Attention
¢ = LN o MH; oAttn(Wéht, Wiz, WiZ)
4. [1gyxcnoiiHasi NOMHOCBsI3HAsH CETb:
y: = LN o FEN(h})
5. JluHeiiHbIli npeackasbiBatoLWnii CAON:

p(w|t) = SoftMax(W, y; + b,)

reHepauusa Ww; = arg max p(Ww|t) noka w; # (EOS)
w

Vaswani et al. (Google) Attention is all you need. 2017.

K. B. BopoHuog (k.vorontsov@iai.msu.ru) PTM & LLM — kypc Ha cbnuxeHue

27 /90



BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTrBHaA cemaHTUKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

KpuTepun obyveHnsa u Banugaumnm Ansa MalwmnHHOro nNepesoga

KpuTtepuii ansa o0y4yeHns napaMeTpos HelipoHHoii cetu W
no obyuatowein Boibopke npegnoxernii S ¢ nepesogom S:

Z Z In p(We|t, S, W) — max
(5,5) Wt€§

KpuTtepuii oueHnsaHusa mopeneii (HeguddepeHunpyembie)
no BbIbOpKE Nap NpenaoXKeHMn «nepesod S, aTanoH Sp»:
BilLingual Evaluation Understudy:

4 1
o Ylen(S) F#£n-rpamm un3 S, xogawmx 8 Sp \ 4
BLEU = m|n<1, m) Egsas'; (HHI #n-rpaum B S 0)

Word Error Rate:

WER = mean(#BCTaBOK + Ftypaneunii + #3ameH)
(5075) Ien(S)

Vaswani et al. (Google) Attention is all you need. 2017.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

BERT (Bidirectional Encoder Representations from Transformers)

Tpancdopmep BERT — 370 kogupoBLuk 6e3 gekoanposLymka,
npeaobyyaemblii Ha BONbLIOKH TEKCTOBOW KONNEKLAN ANSI PELUEHUS
LIMPOKOrO KNacca 3ajay aBTOMAaTUYECKO 0bpaboTkn TekcTa

Cxema npeobpa3oBaHus gaHHbix B 3agadax NLP:

@ S=(wi,...,w,) — TOKEHbI NPEAJIOKEHNSI BXOLHOrO TEKCTA
}  obyuenne smbeauHroe smecte ¢ TpaHchopmepom

@ X =(x1,...,Xn) — 3MOEOUHIN TOKEHOB BXOAHOTO MPEATIOKEHUS
}  TpaHcdopmep KoanpoELLMKa

@ Z=(zi,...,2,) — TpaHCOPMMPOBaHHbIE 3MbeauHrn

1 BoobyueHune Ha KOHKpPETHYIO 3agaqy

® Y — BbixoAHON TekcT / pasmetka / knaccudbmkaymsi u T.n.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova (Google Al Language)
BERT: pre-training of deep bidirectional transformers for language understanding. 2019.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Kputepunii MLM (masked language modeling) ans obyyenns BERT

KpuTepnii MacCKUpoBaHHOro si3blkoBOro mogaennpoeaHus MLM,
cTponTCsi aBToMaTuyeckn no Tekctam (self-supervised learning):

Z Z Inp(w;i, S, W)—>max

S ieM(S)
rae M(S) — nogMHOXeCTBO MacKMpOBaHHbIX TOKEHOB U3 S,

p(w|i,S, W) = Softl\\/}ax(WZz,-(S7 Wr) + b,)
we

— A3bIKOBasi MOAENb, NPEACKA3bIBAOLWAs i-li TOKEeH npegnoxeHus S;

zi(S, W71) — koHTeKkCTHbI aMbeaunHr i-ro TokeHa npegioxeHnst S
Ha BbIxoAe TpaHcdopMepa-KoAMpoBLLIMKa ¢ napameTpamun Wr;
W = (W, W, b,) — BCe napameTpbl S3bIKOBOI MOAENM

Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova (Google Al Language)
BERT: pre-training of deep bidirectional transformers for language understanding. 2019.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Kputepuii NSP (next sentence prediction) ans obyyeHnss BERT

Kputepuii npeackasaHns ceszu Mexgy npegnoxenusamm NSP,
cTponTCsi aBToMaTuyeckn no Tekctam (self-supervised learning):

Z In p(yssf\S,S’, W) — max,
(5,5

roe yssr = [3a S cnegyet S| — knaccudbmkauns napbl npesnioxeHui,

p(y|S,S', W) = Syog(l)\/ll:ix(wy th(Wszo(S,S', Wr) + bs) + by)

— BEpPOSTHOCTHasi Mogens buHapHoii knaccudukauum nap (S, S’),
20(S, S, Wt) — KoHTeKCTHbIl ambeamnHr TokeHa (CLS) ans napbi
NpeAnoxeHnii, 3anucanHoi B Buge (CLS) S (SEP) S’ (SEP)

Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova (Google Al Language)
BERT: pre-training of deep bidirectional transformers for language understanding. 2019.
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTuBHas cemaHTuKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHUMaHue n TpaHcdopmep

Eweé HeckoNbKo 3ameydaHunii npo TpaHcdopmepsl

@ Fine-tuning: ans poobyyenus Ha 3agade 3a4aéTCs MOAENb
f(Z(S, Wt), Wr), Boibopka {S} u kputepnii £(S, ) — max

e Multi-task learning: gns goobyueruns Ha Habope 3agay {t}
sagatotcs mogenn f(Z(S, Wt), W;), eoibopkn {S}: un
cymma kputepues » . At » . Z(S, fr) — max

@ GLUE, SuperGLUE, Russian SuperGLUE, MERA, SLAVA —
Habopbl TECTOBbIX 3aJa4 Ha NOHUMaHWE N FeHepaLuto A3blka

@ TpaHcdopmepbl 0BbIYHO CTPOATCSA HE Ha CAOBax, a Ha TOKeHax,
nony4aemsix BPE (Byte-Pair Encoding) nan WordPiece

@ [lepsbiii TpaHcdopmep: N =6, d =512, J = 8, Becos 66M
@ BERTgase, GPTL: N =12, d =768, J =12, Becos 110M
4 BERTL/_\RGE: N = 24, d= 1024, J= 16, Becos 340M
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BeposiTHOoCTHble s3bIkOBbIE Mogenn TemMaTu4eckoe MogesiMpoBaHuMe
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue AncTpubyTrBHaA cemaHTUKa
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO BHMMaHMe 1 TpaHcdopmep

Neural Topic Models — asontoyna PTM B cTtopory LLM

created, uses Gibbs  2011: Multiple 2016: Lietal. 2019: Dieng et al. 2021: Guietal.
2000: Nigameet.al  sampling to L introd introduce Embedded use evaluation
use the Dirichlet improve model papers start 2013: Mikolov. propose aggregating GPUDMM,anew  TopicModel, placing  metrics as the
1990: 51 is distribution in a accuracy, number focusing on et. alintroduce i reward in
introduced by generative modelto  of topicsno longer  analysis of Word2Vec
Deerwester et. Al (23]  produce DMM [57]  required (74] social media ‘embeddings [50] ‘topics in SATM [62]. ‘embeddings [42]. space [25]. learning [28].
1999:Hofmann 2002 Blef et al. 2006: Thefirst  2010: Online 2013: Yan etal. 2014:GSDMM s 2016:Moody  2017:Bicalhoetal.  2019: Supervised 2020: Thompson
replaces the SVD create LDA, the. temporal topic  LDA [4] and introduce Biterm introduced [84], proposes. propose DREX, a Neural Models  and Mimno
in LSl witha first topic model (8] models, HOP [83] are Topic Model to modemnizingthe  Ida2vec,a framework for beginto design a topic
generative model DTM™ [7] and createdtocope  createtopics based  approach direct mixture  expandingshort  incorporate model that uses
to create pLSI [30] TOT(86],are  withlargerdata  onbigrams instead  proposed by LDAand  textsusingword  reinforcement  BERT for word
published sets of unigrams (88). Nigametal[57).  Word2vec(S1]. embeddings (6. learning ‘embeddings [76].

Kak «006begnHutb fiyyliee oT aAByX MUPOB» 7
@ Neural: obwHocTb, KavecTBo, NpepobyyeHue, renepayus
o Topics: nHTepnpeTpyemMocTb, NOAHOTA, NPOCTOTA, CKOPOCTh

Y10 00begunser PTM un LLM, u 4to ux pa3obuwiaer:
@ obe — BEPOSATHOCTHbIE SI3bIKOBbIE MOZEN,
@ obe — aBTOKOLMPOBLUMKU, BEKTOPHbLIE NPEACTABNEHNS TEKCTA
© PTM: baiiecosckoe obyqerune, apxutektypa MF, mewwok cros

Rob Churchill, Lisa Singh. The Evolution of Topic Modeling. November, 2022.
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BeposiTHocTHbIE KOBble Mogenun /leMMa 0 MaKCMMMU3aunM Ha eAMHNYHBIX CMMMiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

Makcumunsauyma yHKUMU Ha eQUHUYHBIX CUMIJIeKcaxX

Mycte Q = (wj)jes — HabOp HOPMUPOBAHHBIX HEOTPULLATENBHBIX
BeKTOPOB Wj = (wjj)icl;, Pa3nn4HbIX pasmepHocTeii |/;:

Dl

Q=

3apava makcumusaunu dpyHkuyun () Ha egUHNYHBIX CUMNIEKCaX:

f(Q) — max;

dwi=1, w;=0, icl, jel.
icl;

Vorontsov K. V. Rethinking probabilistic topic modeling from the point of view of
classical non-Bayesian regularization. 2023.
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BeposiTHocTHble sA3bIKOBBIE Mogenn /leMMa 0 MaKCMMMU3aunM Ha eAMHNYHBIX CMMMiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm
«MelKa C/I0B» K TeMaTW4eCKoMy BHMUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

Heobxoaumble ycnoBusi aKCTpemyma M MeTom NPOCTbIX UTepauuii

max(x;, 0)
Zk maX(Xka O)

Nemma. Myctb f(2) nenpepbiero puddeperunpyema no 2.
Ecnn wj — BeKTop NIOKaNIbHOIO 3KCTPEMYMa Halueii 3agaun
n 3i: WU@ > 0, TO wj YAOBNETBOPSIET CUCTEME YPABHEHWIA

of
wij = norm|( wjj=— |-
v i€l; an,'j

@ HucneHHoe pelueHWe CUCTEMbI — METOAOM NMPOCTLIX UTEpaLuii

Onepauunsi HOpPMUPOBKM BEKTOpA: p; = n(_)rlm(x,-) =
1S

@ BekTopbl w; = 0 oTbpackiBaloTCA Kak BbIPOXKAEHHbIE PeLIeHNs
@ lltepauun noxoxu Ha rpafnNeHTHYO ONTUMN3ALUIO:

Lo
e

HO YYWTLIBAIOT OrpaHnyeHus u He TpebyroT nogbopa wara 7
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BeposiTHocTHble sA3bIKOBBIE Mogenn /leMMa 0 MaKCMMMU3aunM Ha eAMHNYHBIX CMMMiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm
OT «MelwKa cnoB» K TeMaTMHECKOMY BHUMaHMIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

D,OKa3aTeJ1bCTBO JIeMMbl 0 MaKCUMMU3aLunun Ha cunMmnaekcax

3agaya: f(Q) — max; Swij=1, w;=0, i€l, jeJd
icl;
DyHkuns Slarpanxa:
L(Q; p,\) = —F(2) + Zx\j(Zwij - 1) - ZZ”’J“’J
j€d i€l; jed iey;
Venosust Kapywa—Kyna—Takkepa anst Bektopa wj:
of (22
7&8-) =N = pij, pwip =0, py = 0.
ij

VYMHOXNM 0be 4acTn NepBOro paBeHCTBa Ha wij:

of
Aj = wj 8( )—w,-j)\j.

CornacHo ycnosuto nemmsbl it Aj > 0. 3HaunT, Aj > 0.

Bf(

Ecnn < 0 ans Hekotoporo i, T0 pjj >0 = w; = 0.

Torpa wu j = (At A =2(Aj)r = wj= no'rm(A,-j). -

i
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OATHOCTHbIE A3 3ble MogeJ JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMMieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTu4eckne 3ajayym TeMaTUYeCKOro MoAesniMpoBaHus

3agauun, HEKOPPEKTHO NOCTaBAEeHHbIE Mo Agamapy

3afiava KOPPEKTHO OCTaBAEHA
no Azamapy, ecnum eé pelueHue

@ CyLLecTByeT,

@ €JNHCTBEHHO,

. Mak Canomon Apamap
@ YyCTON4uBO. (1865-1963)

3aAa4a MaTPUYHOrO Pa3NOKEHUS HEKOPPEKTHO MOCTABAEHA:
ecin ®,© — pewenne, To cToxactudeckue ', ©' — Toxe pelwenns
e ¢'O' = (#S)(S'O), rankS = |T|
o f(¢,0)~ f($,0)
Perynapusauus — goonpeaenenune peweHmns
nytém pobasnenus kputepus + 7R(P,0O)

AHT
Ckanapusauus kputepues: + > . 7;R;i($,O) (1906?{3;?)‘
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BeposiTHocTHbIE KOBble Mogenun JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMIiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

ApanTnBHaa perynsapusaumsa TEMAaTUHECKUX Mogenei

Makcumusauyust norapudma npasgonogobusi ¢ peryisipusaTopom:

D fawIn D utbeg + R(P,0) = max;  R(®.0) = > TiRi(,0)

d,w teT

EM-anropntm: meTog npocToii utepauun 4isi CUCTEMbI YpPaBHEH M

E-war: Ptdw = p(t|d, W) = nt%rp (¢wt9td)

. OR .
M-war: dwt = n0"m<”wt + (ﬁwtm), Nwe = Y NdwPtdw
weWw deD
OR .
Otg = norm(ntd + 6td%>v Mtd = D, NdwPrdw
teT wed
.
E-war coesnagaet ¢ cdopmynoii Baiieca: p(t|d, w) = %

Boporyos K. B. ApanTuBHas perynsapusauns TeMaTndeckux mogeneii konnekuunii
TEKCTOBbIX AokymeHToB. Joknagbel PAH, 2014.
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BeposiTHOCTHBIE si3bIKOBBIE MOAEnN JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMMieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTu4eckne 3ajayym TeMaTUYeCKOro MoAesniMpoBaHus

JokazatenscTBo (N0 1EMME 0 MAaKCUMMU3AUUU HA CUMNJIEKCAX)

MpumeHum nemmy k log-npasgonogobuto ¢ perynsipusaTopom:

F(®,0)=> nuIn>_ pubu + R(®,0) — max

d,w teT
of OR
w —norm w :norm w Ndw w =
o = e (95 ) = (0 2 e o)
eD
OR
= norm (Z Ndw Ptdw + ¢wt )
deD e
of oR
0 fnorme :norm0 Ngw ————~ + Otg—— | =
td ( tdaetd> ( tdwezw d ) + tdaetd)
OR
= norm (Z Ndw Prdw + Otd 7— 90, )
wed
o d)wtetd
rae onpefeneHns BCNOMOraTeNbHbIX NEPEMEHHBIX Pigy = W BbIAENAIOTCA
p
B OTHE/IbHbIE YPABHEHUS, 1 B UTEPALMOHHOM npouecce obpasytor E-war. |
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BeposiTHocTHble sA3bIKOBBIE Mogenn JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax

BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

PLSA, LDA: nepBble n camble U3BeCTHble TeMaTUYEeCKUEe MoAenu

PLSA: probabilistic latent semantic analysis [Hofmann, 1999]
(BEPOSITHOCTHBII NaTEHTHBIN CEMAHTUHECKNA aHaNu3):

R(¢,0)=0
M-Lar — 4acTOTHbIE OLEHKN YCIOBHbLIX BEPOATHOCTEIA: i
+ = norm( Ny 0+y = norm(n Thomas
Pw w ( W)’ td t ( td) Hofmann

LDA: latent Dirichlet allocation (natenTHoe pasmeweHune dupuxne):
R(®,0) =" Bungwt + > arInbiy
t,w d,t

M-1iar — 4acTOTHbIE OLLEHKIN CO CMelleHnem [y, a;:

= norm(ny: + 0.y = norm(nyy + «
¢wt o ( wt [jw)a td f ( td t) David Blei

Hofmann T. Probabilistic latent semantic indexing. SIGIR 1999.
Blei D., Ng A., Jordan M. Latent Dirichlet Allocation. NIPS-2001. JMLR 2003.
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BeposiTHocTHble sA3bIKOBBIE Mogenn JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

Mogudukauma M-wara, yny4dwarouias cxogumocTb

B dopmynax M-wara BMecTo ¢y 1 Oy MOXKHO NOACTABAATD
HecmewénHble yacToTHble oueHkn (PLSA) ¢y = 2% n 0,y = 2

ng ng "
_ 2 aR(é\)a é)
Pwt = norm <nwt + dwe Dour >
B ~ OR($,0)
Otg = ntoer7m <”td + etdaetd>

JokazaHo, 4To B pe3ynbraTe Takoii MogudukaLmn
@ YBE/IMYNBAETCA 3HAYEHME PEry/isipn30BaHHOrO npasgonogobus
@ MOHOTOHHbLIA POCT perynsipr3oBaHHOro npaggonogobus
HauMHaeTCst bbICTpee — Kak MpaBWjIo, CO BTOPOIi uTepayuu
@ 4em Donblue T, TEM 3aMETHEE YyHLLIEHUE CXOLMMOCTM
@ He TpebyeTcst LOMOAHNTENLHBIX 3aTPAT BPEMEHU WAN NamsTu

U.A.Upxun, K.B.Bopoxyos. CXxognmMocCTb anropuTmMa aganTUBHOR perynsipusaynm
TeMmaTundecknx mopeneii. 2020.
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BeposiTHocTHble sA3bIKOBBIE Mogenn JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax

BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTu4eckne 3ajayym TeMaTUYeCKOro MoAesniMpoBaHus

Or DaiiecoBckoro BbiBOga K aAAUTUBHOI perynapusauun

X — ucxogHble pautble, Q = (P, ©) — napameTpbl Mogenu

BaiiecoBckuii BbiBOA, anoctepuopHoro pacnpegenerus p(Q]X)

(rpomosgkuii, NpnbANXEHHBIN) TONBLKO pagn To4eYHON ouerku 2
p(X|2) Prior(2|y)

J p(X|92) Prior(Q]v) d2

Q=arg max Posterior(2| X, 7)

Posterior(Q| X, ~v) =

Makcumusayua anoctepuopHoii BepositHoctn (MAP)
0aéT To4eunyto oueHky ) Hanpsmyto, bes BeiBoga Posterior:

Q=arg méx(ln p(X|Q) + In Prior([7))

MHorokputepuansHas agantusHas perynspusauyusa (ARTM)
obobuwaetr MAP Ha ntobble perynsipusaTopbl U nx KOMbuUHaLuK:

Q=arg m{;i\x(ln p(X|Q) + ;1 7iRi(Q))
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BeposiTHocTHble sA3bIKOBBIE Mogenn JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

MopaynbHbIi NOAX0A K CUHTE3Y MOAeseil C 3agaHHbIMU CBOWCTBaMU

Ans noctpoerusi komnosnTHeix moaeneii 8 BigARTM He Hy>xHbI
HU MaTeMaTM4eCcKne BbIKNAAKU, HW NPOrpaMMUPOBAaHME KC HYNS»

3Tanbl MoAennposaHua Bayesian TM ARTM
AHanus TpebosaHui AHanus TpeboBaHui
®opmanusayusa: BepoATHOCTHasA mogenb CTraHpapTHble Csou
NOPOXAEHNA AaHHbIX KpuTepumn KpUtepum
Anezopummusayus: BaliecoBcKkuit BbiBOA, AN15 EAVHbBIN perynapusoBaHHbIN
AaHHOW NopoXaatoLLe mogenm EM-anroputm ans nobbix
(VI, GS, EP) MmoZenen U UX KOMMNO3ULMI
PeanusayuA: UccnepoBatenbckni Kog, MpombilwneHHbI Kog BigARTM
(Matlab, Python, R) (C++, Python API)
OuyeHusaHue: WccnepoBatenbckue MueTpVIKVI, CTaHpapTHble [
nccnenoBaTenbCckUi Kog, METPUKMU
BHegpeHune BHepgpeHune

-- HecmaHOapmu3yemble 3Marbl, YHUKAAbHAA paspabomka 0414 Kaxcdol 3a0a4u

- cmaHdapmu;yeMble amarnsl
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BeposiTHocTHble sA3bIKOBBIE Mogenn JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

Bubnuoteka BigARTM

Knro4yeBble BO3MOXHOCTU:

@ Bonblume gaHHbie: Konnekuns He XpaHUTCA B NamMsTy

@ OnnaifiHoBbIl NnapannenbHblii MynbTUMoganbsHbelii ARTM

@ BcrpoeHHasa bubnnoTeka perynsapnsaTopoB N METPUK KayecTsa
CoobuiecTBo:

@ OtkpbiThiii kog https://github.com/bigartm

(discussion group, issue tracker, pull requests)

@ [lokymenTauus http://bigartm.org 3719 ART.
JlnueHsnsa v cpega paspaboTku:

@ CeobogHas kommepyeckas nuuensus (BSD 3-Clause)

e Kpocc-nnatdpopmennocts: Windows, Linux, MacOS (32/64 bit)

@ Wutepdpeiicel APl: command-line, C++, and Python

K.Vorontsov, O.Frei, M.Apishev, P.Romov, M.Suvorova. BigARTM: open source
library for regularized multimodal topic modeling of large collections. 2015.
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OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO

BeposiTHocTHble sA3bIKOBBIE Mogenn
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme

KauectBo u ckopocTb: BigARTM vs Gensim n Vowpal Wabbit

fleMMa 0 MaKCMMMU3auun Ha eANHUYHbBIX CUMIJIeKCax
Teopusl aAANTUBHOW perynsipusaunn
rnpakTWYecKkne 3aa4yy TEMaTMHECKOro MOoAeIMpoBaHns

3.7M crareii Bukuneguu, 100K cnos: |Bpems min (nepnneKcm)‘

npoy. | |T| Gensim Vowpal BigARTM BigARTM
Wabbit ACNHXPOH

1 | 50 | 142m (4945) | 50m (5413) | 42m (5117) | 25m (5131)
1 100 | 287m (3969) | 91m (4592) | 52m (4093) | 32m (4133)
1 | 200 | 637m (3241) | 154m (3960) | 83m (3347) | 53m (3362)
2 50 89m (5056) 22m (5092) | 13m (5160)
2 | 100 | 143m (4012) 29m (4107) | 19m (4144)
2 | 200 | 325m (3297) 47m (3347) 28m (3380)
4 | 50 | 88m (5311) 12m (5216) | 7m (5353)
4 | 100 | 104m (4338) 16m (4233) 10m (4357)
4 200 | 315m (3583) 26m (3520) 16m (3634)
8 50 88m (6344) 8m (5648) m (6220)
8 100 | 107m (5380) 10m (4660) m (5119)
8 | 200 | 288m (4263) 15m (3929) 10m (4309)

D.Kochedykov, M.Apishev, L.Golitsyn, K.Vorontsov. Fast and modular regularized
topic modelling. FRUCT ISMW, 2017.
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BeposiTHocTHbIE 213 Bble Mogenn JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMIiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum

OT «mewka cnos

K TeMaTW4eckoMy BHMUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

PerynﬂpmsaTopbl Ana ynyduweHnsa nHTepnpeTnpyemocTtn Tem

background

seed words

““ ]

decorrelated

fim

interpretable

o=

CrnaxusaHune ¢poHoBbIX Tem B C T

R((Dv@):50225w|n¢wt+aozz:atln9td

teB w d teB

Paspexnsarune npegmetrbix Tem S =T \ B:
R(®,0) ==Y > Bulndwe —ao Y Y arlnbliy
teS w d tes

Crnaxkusaxne ANA BblOENIEHNSA PENEBAHTHBIX TEM
C NOMOLLbH CNOBApPA «3aTPABOYHbLIX» KAKYEBbIX C/10B

JekoppenupoBaHue a5t NOBbILLEHUSI PAa3NINHHOCTY TEM:

R((D) = _% Z Z ¢Wt¢ws
t,s w

CrnaxueaHne + paspexuBaHne + AeKOppesimpoBaHme
AN yNYYLWEHNS UHTEPNPETNPYEMOCTIY TEM
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ePOATHOCTHbIE A3 >Bble MoZenn JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMIiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

Perynspusatopbl g1 MylbTUMOAAJ/IbHbIX TEMATUYECKUX MOgesne

supervised

;7\ MoganbHOCTU METOK KNacCoB AWM KaTeropuii ans
+ L o o
: 3a1a4 knaccudbmKaLm N KaTeropnsanni TeKCTOB.

multilanguage .
guag MO,D,aﬂbHOCTb A3bIKOB N perynAapmnsaunsa Co CaoBapem

I:I Tuwt = p(u|w, t) nepesogos ¢ A3bika k Ha /:

R(Cb, n) =T Z Z Nyt In Z TuwtPwe

ueWkteT wew?t
temporal

TemnopanbHble MOAENN C MOLANBHOCTbLK BPEMEHN |

R(®) = =7 ) [die — dia,

iel teT

4

geospatial
MoganbHocTb reonokaunii g ¢ 6ansocTbio Sgqr:

RO =5 3 s yon(fe - 2e)’

ggEG teT

&
&
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fleMMa 0 MaKCMMMU3auny Ha eANHUYHBIX CMMIIeKCax
Teopusl aAANTUBHOW perynsipusaunn
rnpakTWYecKkne 3aa4yy TEMaTMHECKOro MOoAeIMpoBaHns

BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme

OT «MelwKa cnoB» K TeMaTMHECKOMY BHUMaHMIO

Perynsapusatopbl g1 y4éta B3auMoCBA3eil U 3aBUCUMOCTE

regression
= P Juneiinas mogens perpeccun Yq = (v, 0y) BOKYMEHTOB:
/\/\/ 2
==y RO,v)=-7 E (yd - g Vtetd)
deD teT
biterm
—o Ces3u coveraemocTu cnos (n,, — 4acrorta butepma):
[ —
p— CD) =T E § nyy In E NeGutPut
ueW veWw teT
relational
% CBA31 AN CChINKN MEXAY AOKYMEHTAMU:
R(@) =T E Ndc § OrdOtc
d,ceD teT
hierarchy

o

K. B. BopoHuog (k.vorontsov@iai.msu.ru)

CBs131 poaNTENbCKUX TEM t C AOYEPHUMU NOATEMAMM S:

ROW)=7>" D" neln > dusthst

teT weW seS
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BeposiTHocTHbIE 213 Bble Mogenn JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMIiekcax

BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

TemaTuueckne mogenu AUCTpubYTUBHOR CEMAHTUKM

TemaTnueckas mogens butepmos (Biterm Topic Model),
Ny, — 4actora butepma (cnos u, v B 0bLLEM KOHTEKCTE):

(D) =T Z Z Nyy In Z ¢ut¢vtp(t)

ueW veW teT

TemaTnueckas mogens cetn cnoe (Word Network Topic Model),
d, — NCeBAO-AOKYMEHT, 0bbEANHEHNE BCEX KOHTEKCTOB C/IOBA U:

R(CD,@) =T Z Z Nyy In Z(ybwtetdu

ueW vew teT
Perynsipnsatop korepeHtHocTN:

—TZ t) Z Z Nyv nvt |n¢ut

teT ueW veW

Xiaohui Yan, et al. A Biterm Topic Model for Short Texts. WWW 2013.

Yuan Zuo et al. Word Network Topic Model: a simple but general solution... 2014.

Mimno D. et al. Optimizing semantic coherence in topic models. EMNLP 2011.

K. B. BopoHuog (k.vorontsov@iai.msu.ru) PTM & LLM — kypc Ha cbnuxeHue

49 /90



BeposiTHocTHble sA3bIKOBBIE Mogenn JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMIiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
«MelKa C/I0B» K TeMaTW4eCKoMy BHMUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

KorepeHTHOCTb — Mepa MHTEpPNPeTUPYeEMOCTU TEM

KorepenTHOCTb (COornacoBaHHOCTb) Tembl t N0 k TONOBBLIM CNOBaM:

y kol ok
cohy = ——— PMI(w;, w;)
Ck(k=1) ;j=f+1 !

roe w; — i-e Ci0BO B nopsake youisaHus @,

PMI(u, v) = In 5% — noToveynas s3aumnas nHgpopmayus
(pointwise mutual information),

P,, — 0oNs BOKYMEHTOB, B KOTOPbIX CJIOBA U, V XOTS bbl 0fuH pa3
BCTpeyatoTcs psigom (B OQHOM NpennoxeHun unm B okHe 10 cnos),

P, — Bons LOKYMEHTOB, B KOTOPbIX U BCTPeTU/ICSA x0T bbl 1 pas,

Py, P, moxHo BbluncasTb no apyroii konnekuyun (Buknnegun).

KorepeHTHOCTb MoZenn = CpefHsisi KOrePeHTHOCTb BCEX TEM.

Newman D., Lau J.H., Grieser K., Baldwin T. Automatic evaluation of topic
coherence // Human Language Technologies, HLT-2010, Pp.100-108.
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BeposiTHOCTHBIE si3bIKOBBIE MOAEnN JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMMieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTu4eckne 3ajayym TeMaTUYeCKOro MoAesniMpoBaHus

3KCI'IepI/IMEHT. Cesasb KOrepeHTHOCTN N NHTEPNpPeTUupyemMocTu

V|3MepF|J'IaCb paHroeas Resource Method Median Mean
C HSO 0.15 0.50
koppensauna LnnpMmeHa JON ~0.20 0.19
3KCMEPTHbIX OLEHOK LCH —031 =015
N LESK 0.53 0.53
¢ Kaxkgoi ns 15 mep WordNet LIN 0.09 0.28
PATH 0.29 0.12
NHTEPNPETUPYEMOCTH. REs 0.57 0.66
VECTOR ~0.08 0.27
PMI — ny4was metpuka. WuP 0.41 0.26
RACO 0,69 0.69
GOld—Standard - Cpe,El,Hﬂﬂ Wikipedia MIw 0.68 O‘TU
DocSIM 0.59 0.60
koppensiums Cnupmena [PMI 0.74 0.77 ]
TITLES 0.51
MeXAY OUEHKaMun Google LOGHITS —019
Pa3HbIX 3KCNEPTOB. Gold-standard TAA [0.82 0.78]

BbIBO}J.: KOF€peHTHOCTb 6am3Ka K «30/10TOMY CTaHAOAPTY».

Newman D., Lau J.H., Grieser K., Baldwin T. Automatic evaluation of topic
coherence // Human Language Technologies, HLT-2010, Pp.100-108.
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JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMMieKcax

Teopusl aAANTUBHOW perynsipusaunn
rnpakTWYecKkne 3aa4yy TEMaTMHECKOro MOoAeIMpoBaHns

BeposiTHocTHble sA3bIKOBBIE Mogenn
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO

S13bIk NUKTOrpaMm Ans onucaHus KOMOuUHauMii mogeneii

CprKTypr MaTpPUYHbIX pa3no>KeHv|M B BEPOATHOCTHbLIX MOAENAX:

[ 0o 0oo Bo o3 of 328

Perynspnsatopbl — gonosHnTesbHble KPUTEPUUN N OrPaHUYEHNS
(B T.4. B3aNMOCBA3M MeXAY TEPMAMU, JOKYMEHTAMMN, TEMaML):

sparse background decorrelated interpretable multimodal multilanguage pseudo docs seed words
sentence biterm sentiment q&a dialog n-gram syntax
=" = = mooo
= e == 00oom
= =] [==:] —] :* oo oom
hierarchy hierarchy hierarchy graph hypergraph word network relational
dynamic temporal segmentation n of topics regression supervised geospatial
+/0
A~ A T N R 4 gad
Lo o ; )
AR »
A 5~
s =l > = e
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BeposiTHocTHble sA3bIKOBBIE Mogenn JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusauum
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3agayym TeMaTU4eCKOro MohesiMpoBaHms

Crpateruu perynspusauun (ynpasnexue koapcduuymeHtamu 7;)

1. Perynspusauyns BeféT nTepauuoHHbIi NpoLecc K MaTpuHHOMY
PasNoXeHMIo C TpebyeMbiMMN CBOCTBaMM, HO AAET CMELEHHbIe
oueHkn maTpuy P, ©. Ha nocnegHeii ntepauuu umeeT cmbicn
BEPHYTBCA K HecMmewwéHHbIM ouerkam (PLSA, R(®,©) = 0):

dwt = Cvoerw (nwt)

Otg = norm(ney

()
2. KoadhdmumenTsl perynspusaumnm 7; MOXKHO MEHSATb B NTEpaLusx
3. PerynsipnsaTopbl MOXHO BKAOYaTb B ONPeAeNEHHOM NOpAaKe

4. PerynsipusaTopbl MOXHO OTKOYATh N0 JOCTMXKEHUIO dchdpekTa

5. OpHn perynsipusatopbl MOTYT BbINOAHSATH NOATOTOBUTENBHYIO
paboTy Ans NpUMEHEHNS CNELYIOWMX PETYNSAPM3aTOPOB
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BeposiTHocTHbIE KOBble Mogenun
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme

(0] 4

MellKa C/ioB

Pa3Be04HbIi NONCK B TEXHONOrMYecKnx Gnorax

K TeMaTW4eckoMy BHMUMaHUIO

fleMMa 0 MaKCMMMU3auun Ha eANHUYHbBIX CUMIJIeKCax
Teopusi aAANTUBHOW perynsipusaunn
fpakTW4eckne 3afa4yy TeEMaTMHECKOro MoAesMpoBaHmns

Llenb: nonck gokymeHToB

Mo AAMHHBIM TEKCTOBBIM 3aMpoCcam
— Habr.ru (175K gokymenTos),
— TechCrunch.com (760K gok.).

Perynsapusatopbl:

hierarchy

() o 7)o

Pe3ynbtaThi:

interpretable

1ol ==

hARTM ARTM

Bu2S, —- TRIDF
--- oA PLSA

Jo#(

multimodal n-gram
R mooo
])+R| ez =
oo om

>—>max

@ TouHocTb u nonHota 93%, NPeBOCXOANT aceccopos U Apyrue
meTogpl (tf-idf, BM25, word2vec, PLSA, LDA, ARTM).

@ VBesn4nnacb oNTMMasbHAs Pa3MEPHOCTb BEKTOPOB:

475 — 2800 (TechCrunch.com).

200 — 1400 (Habr.ru),

A.SlHnHa. TemaTndeckne n HEMPOCETEBbIE MOAENN A3bIKA AJS1 PAa3BEJOYHOrO

nHdpopmaumonHoro nouncka // ancceprauus k.p.-m.H. MOTU, 2022.
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BeposiTHocTHble sA3bIKOBBIE Mogenn JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMIiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3ajayym TeMaTU4YeCKOro MogenMpoBaHms

Mouck n pyGpukauusa Hay4uHbix nybaukauunii Ha 100 a3bikax

Lenb: MynbTnasbivHbIA nonck mozaenb cpu. | cp.% | cpu. | cp.%

N KnaccuuKkaLms HayHHbIX YAK | YAK | TPHTU | TPHTM
basoas TM | 0.558 | 0.165 | 0.536 | 0.220

nybavkaunit no pybpukartopam XLM-RoBERTa | 0.835 | 0.179 | 0.832 | 0.288
VIK, TPHTUW, O3CP, BAK ARTM 0.995 | 0.225 | 0.852 | 0.366

)—l—R(%E}) +R<EE}> +R</p<> — max

@ TOYHOCTb MYyNbTUA3bIYHOrO noucka 94%
@ cokpawerue mogenu 12816 — 4.86 npn peaykuuu cnosapeii
(BPE-TokeHnzaums) go 11K ToKeHOB Ha KaXkAblii S3bIK.

PerynsapusaTtopbl:

7 () R (

PesynbTaThi:

H.A.lepacumenko, I1.C.Motanosa, A.O.5HuHa, K.B.Bopoxyos. MNpumeneHne
BEPOSITHOCTHOrO TEMATNYECKOrO MOAE/INPOBAHNS B 4ETbIPEX 33fja4ax Pa3sBefOHHOro
nHdpopmaumontoro nouncka // Nudopmaunonnsiii Gronnetens PBA, 2022, Ne98, C.43-48.
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BeposiTHocTHbIE blKOBble Mogenu JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTu4eckne 3ajayym TeMaTUYeCKOro MoaesnMpoBaHus

Mounck n knaccudpnkaums 3THO-pesieBaHTHLIX TEM B COLICETAX

Llens: BbisiBNeHNE KaK MOXHO Dosbluero
YCNA TEM O HALMOHANBHOCTSX

N MEXHALMOHAbHbBIX OTHOLLEHNSIX
(3aTpaBka — cnosapb 300 3THOHUMOB).

PerynsapusaTopbl:

PLSA seed words interpretable multimodal
& +R(MO) + R =
temporal geospatial sentiment
N Q,/A;j;x%’j;‘ =
—+ R I —+ R f6. 119 + R n:;a:- — max

PesynbTathl: uncno penesanthbix Tem: 45 (LDA) — 83 (ARTM).

M.Apishev, S.Koltcov, O.Koltsova, S.Nikolenko, K.Vorontsov. Additive regularization
for topic modeling in sociological studies of user-generated text content. MICAI, 2016.
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OATHOCTHbIE A3 VIO JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMIiekcax

BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTu4eckne 3ajayym TeMaTUYeCKOro MoaesnMpoBaHus

Mouck obcyxaeHunii GonesHei B coLManbHbIX CETAX

Lenb: «nouck un knaccudpukaums uronok
B CTOre ceHay — coobuweHunii B Twitter
o bonesHsx, cumnTomax, cnocobax

Suhslanves-..‘ o T

....m. wPerSoi

9.”:[: unctlwtls%

neyenns, nobouHbix acpcpekTax n'"..ml:na\& et

Perynspusatopbl:

() () () )
+ R<}Qj;> + R<> + R<ng“a> — max

Mogens ATAM (Ailment Topic Aspect Model) noxoxa Ha nomck
3THO-peIeBaHTHLIX TeM 1 erko peanusyema B BigARTM

M.J.Paul, M.Dredze. Discovering Health Topics in Social Media Using Topic Models, 2014
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BeposiTHocTHbIE blKOBble Mogenu JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm
OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTu4eckne 3ajayym TeMaTUYeCKOro MoaesnMpoBaHus

BoisiBneHne TpeHA0B B KOJIJEKLMU HAy4YHbIX Nybnunkauumii

Llens: panHee obHapyxeHUe TPeHOBbIX
TEM C HAa4a/IbHbIM 3KCNOHEHUNANbHbBIM
poctom B obnactu Al/ML 2009-2021 rr.

PerynapusaTtopbl:
.,%B R RRE R(222) — max
+ + m + 1)+ 0D o

PesynbTaThi:
@ Buigenenune 90 n3 91 Tpenga B obnactu MawmHHOro obydeHus

@ 63% Tem Bblaensercs 3a rog, 79% 3a Aga roga

H.lepacumenko, A.Yepusisckuii, M.Hukugpoposa, M.HukutuH, K.BopoHuos.
NHkpemenTanbHoe obyqeHne TemaTrHecknx Mogeneii ANsi NMOVCKA TPEHAOBbLIX TeM
B Hay4HbIX nybankaumax. Joknagel PAH, 2022.
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BeposiTHocTHble sA3bIKOBBIE Mogenn JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMMieKcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm
OT «MelwKa cnoB» K TeMaTMHECKOMY BHUMaHMIO npakTU4eckne 3ajayym TeMaTU4YeCKOro MogenMpoBaHms

BoisBneHue ANHAMUKN TEM B HOBOCTHbIX MOTOKaX

Llenb: BoigeneHne Tem B KOAEKLNN
npecc-penuzoe MW Joe 4x cTpaH,
C NPUBSA3KOI KO BPEMEHN.

)

PerynspusaTopbl:
PLSA interpretable temporal multimodal
% +R +R(AA ) +R E
77 =
n-gram multilanguage
+R(omm ) +R @D — max
oo om

Pe3ynbtaThi:
@ pa3sgefieHne TeM Ha CODLITMIiHbIE N NEpMaHEHTHbIE
@ KOrepeHTHoCTb Tem: 5.5 — 6.5

H.[oiikoB. ApanTuBHas perynspusayns BEPOSTHOCTHBIX TEMAaTUYECKNX MOZeneii.
BKP 6akanaepa, BMK MTIYV, 2015.
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BeposiTHocTHble sA3bIKOBBIE Mogenn JileMMa 0 MaKCMMU3auuy Ha eAMHUYHBIX CMMrieKcax

BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3ajayym TeMaTU4YeCKOro MogenMpoBaHms

Bblp.EJ'IGHVIe nondapmn3oBaHHbIX MHEHWIA B NOJINTUYECKUX HOBOCTSX

Llens: HaliTn npusHaky, No KOTOPbIM Modalities | Pr_| Rec | F1
TF-IDF 0.51 | 0.95 | 0.67

Y] SPO 0.59 | 0.7 | 0.64
cobbiTuiiHas TemMa pa3aensieTcs A ool I
- Sent 0.69 | 0.57 | 0.66

Ha KJ'IaCTepr MHEHUA SPO+FR | 0.86 | 0.68 | 0.76
SPO+Sent | 0.83 | 0.78 | 0.81

FR+Sent 09 | 0.52 | 0.67

PerynslpmsaTopbl : Al 0.77 | 0.97 | 0.86

PLSA interpretable multimodal n-gram syntax
L +R
PesynbTaThi:
@ BblgesieHne MHeHnii sHyTpn Tem: Fl-mepa = 0.86%
@ COBMECTHOE UCMOJb30BaHUE TPEX MOZabHOCTEN:
o SPO — cakTbl Kak Tpunnetbl «CcybbeKT-NpeankaT—obbLEKTS

o FR — cemaHTnyeckne ponn cnos no @unnmopy
o Sent — TOHANILHOCTN NMEHOBAHHBIX CYLLHOCTEN

ooom

D.Feldman, T.Sadekova, K.Vorontsov. Combining facts, semantic roles and sentiment

lexicon in a generative model for opinion mining. Dialogue 2020.
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fleMMa 0 MaKCMMMU3auun Ha eANHUYHbBIX CUMIJIeKCax
Teopusi aAANTUBHOW perynsipusaunn
OT «MelwKa cnoB» K TeMaTMHECKOMY BHUMaHMIO fpakTW4eckne 3afa4yy TeEMaTMHECKOro MoAesMpoBaHmns

BbisiBNneHne HaMepeHuid KIMeHTOB AAs NOCTpoeHus 4aT-00ToB

Lensb: BbISIBATL TEMATUKY N MHTEHTBI 4w G
(HamepeHus) KIMeHTOB no kolnekuuu U
obpawieHnii B KOHTaKTHbIA LeHTp. W8
MocTponTb pybprkaTop MHTEHTOB A

nocieaytowweii pasMeTKn Anasnoros.

PerynspusaTopbl:
PLSA interpretable hierarchy segmentation
2 [o]re1) + R([}] +R(JQ&>+R [
multimodal n-gram syntax
+R ED +R(ocmm ) +R @ — max
oo om

PesynbraThi: TouHOCTb Knaccudukaunm nHiteHtos 60% — 66%.

A.Popov, V.Bulatov, D.Polyudova, E.Veselova. Unsupervised dialogue intent detection
via hierarchical topic model. RANLP, 2019.
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OATHOCTHbIE A3 3ble MogeJ JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMMieKcax

BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTu4eckne 3ajayym TeMaTUYeCKOro MoaesnMpoBaHus

TemaTtu4eckasn Moaenb GaHKOBCKUNX TPAaH3aKUWOHHbIX AdHHbIX

Uenb: BrisiBnenne natrepHos
NoTpebuTENLCKOro NoBeaeHNs
KAueHToB BaHka, npn4ém

@ NOKYMEHTblI — KJINEHTHI,

@ cnoea — MCC-kogbl npogasuLos.

PerynsapusaTtopobl:

X(L) + R<p> + R(%‘ED + R(I) — max

Pe3ynbtaThi:
@ TeMbl — NATTEPHbI NOTPEOUTENBCKOTO NOBEAEHNS
@ npejcKasaHue Nosa, BO3pacTa, AOCTaTKa KINEHTOB

E.Egorov, F.Nikitin, A.Goncharov, V.Alekseev, K.Vorontsov. Topic modelling for
extracting behavioral patterns from transactions data. 2019.
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ePOATHOCTHbIE A3 >Bble MoZenn JleMMa O MaKCMMMU3aunnM Ha eAMHNYHBIX CMMIiekcax
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme Teopusi aAAMTUBHOI perynsipusaunm

OT «MewkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO npakTU4eckne 3ajayym TeMaTU4YeCKOro MogenMpoBaHms

O6paboTka nocnegoBaTeNbLHOCTEN HYKNEOTUAOB UAN AaMUHOKUCIOT

Llenb: nonck MOTMBOE 1 npeackasaHme
PyHKLUIA MO HYKNEOTUAHBIM UK
dAMWHOKUCNOTHBIM NMOCNE€A0BATE/NBHOCTAM.
Perynapusatopsi (runotesa):

(1) o) o(5)-
+ R(%E}) + R(;ggi) + R<:;]ug:3mg-§> + R(ﬁ) — max

T,

Takas mogensb nerko peanusyema B BigARTM.

J.B.Gutierrez, K.Nakai. A study on the application of topic models to motif finding
algorithms. 2016.

Lin Liu, Lin Tang, Libo He, Shaowen Yao, Wei Zhou. Predicting protein function via
multi-label supervised topic model on gene ontology. 2017.

Lin Liu, Lin Tang, Xin Jin, Wei Zhou. A multi-label supervised topic model
conditioned on arbitrary features for gene function prediction. 2019
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BeposiTHocTHble sA3bIKOBBIE Mogenn
BeposiTHocTHoe TemaTuyeckoe mopgenmposaHme

(0] 4

MellKa C/ioB

K Te

MaTn4ecCKoMy BHMUMaHUIO

(DyHKLI.I/IOHaﬂbHaﬂ dHHOTaALU WA reHomMma 4esnoBeka

fleMMa 0 MaKCMMMU3auun Ha eANHUYHbBIX CUMIJIeKCax
Teopusi aAANTUBHOW perynsipusaunn
fpakTW4eckne 3afa4yy TeEMaTMHECKOro MoAesMpoBaHmns

Llens: npornos Tkanecneuundprnyeckux
PYHKUNA HEKOAMPYIOLLMX FEHETNYECKNX
BApPUAHTOB ANS KaXKAol nosuuum

B reHomMe 4yenoseka B 127 pasnanyHbix

TKaHAX N TUNaX KAETOK.

Perynapusatops! (runoresa):

FastingGlucose

- |« @ FastingGlucose

BipolarDisorder -
BMI &

Schizophrenia »
AgeAtMenarche | x
EducationalAttainment |+

IGAN
CrohnsDisease | »
RheumatoidArthritis | o
Type2Diabetes -
CoronaryArteryDisease |«
Height |+

UlcerativeColitis | a
Alopecia Areata 'x % x »

PLSA supervised
”
o wR(
interpretable
+R +R

Alzheimers |+ o
+ Triglycerides 'a « x
HOL .

multimodal

oL

hierarchy

Takas mogensb nerko peanusyema B BigARTM.

ED +R( AR )+R

CoronaryArteryDisease

n-gram
mooo
0oOom
oo om

— max

D.Backenroth et al. FUN-LDA: a latent Dirichlet allocation model for predicting
tissue-specific functional effects of noncoding variation: methods and applications. 2018
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BeposiTHocTHB| VIO TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTu4e / aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

«Make PTM Great Again» — noyemy 3TO pa3ymMHas Leb

Mouyemy paHo oTka3sbiBaTbCA OT PTM, korga sokpyr LLM
@ pa3BeAOYHbIi TEMATUYECKNA aHaNN3 n PNALBTPALMUS TEM
MO-NPEXHEMY HYXHbl B COLlMOTYMaHUTapHbIX UCCNEROBAHUSX,
Hay4YHOM MOWCKe, aHan3e TPEHLOB, COLMAbHbIX CETEl
@ PTM pewatot y3knii knacc 3agay nydie n boictpee, H4em LLM
bnaropaps NHTEPNPeTMPYeMOCTH, NPOCTOTE M MOJIHOTE
@ PTM — 3710 msirkast knactepnsauus 3a JUHEHOE BpeMS

Kak HaBoguTbL MOCT 4depe3 nponactb mexay PTM u LLM
@ ywnu oT baiiecoBCKOro BbIBOAA K KOMOMHMPOBAHNIO MOAENENR
@ YXOAUM OT «MELIKA C/OB» K KOHTEKCTHOMY BHUMAHUIO
@ nepexoAnM OT AOKYMEHTOB K JIOKaJbHbIM KOHTEKCTaM CJIOB
@ bynem: yCTpaHsTb HEAOCTAaTKNU UHTEPNPETUPYEMOCTU TEM,
@ reHepupoBaTh 3aroJIOBKM 1M aHHOTauUuKM Tem ¢ nomouisto LLM,
@ NapaMeTpnu30BaTb KOHTEKCTHOE BHUMaHue B cTuae LLM.
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BeposTHocTHbIe s3bIKOBbIE Mogenn
BeposiTHocTHoe Te NHecKo

TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

HayuHbie TpeHabli: PTM, LLM 1 cmeXHble ¢ HUumMmu

MopgenMposaHne
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO

AnHamuka yutuposaHusi (no gavHeim Google Scholar):
Topic Modeling n cmexHble obnactu nccnenosaHmii:
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2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
—a— Matrix Factorization -~ NNMF —— Topic Model —— PLSA — LDA
Text Classification Word Embedding —— word2vec

2023 2024
Text Categorization
— LSTM -~ NTM -e— LLM o GPT

Rob Churchill, Lisa Singh. The Evolution of Topic Modeling. November, 2022.
He Zhao et al. Topic Modelling Meets Deep Neural Networks: A Survey. 2021
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THOCTHBI KOBbl€ MO TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuy MO npoBaHune aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

MoTtusauuu: 4to xotum ot PTMs rnapa va LLM (BERT, GPT)

BMECTO KMELWUKa CNOB» — NOCNenoBaTe/NbHOCTb Wy, ..., Wy
BMECTO AOKYMEHTOB — JIOKA/NIbHbIE KOHTEKCTbI C/1I0B

XOTUM: ONpeaensTs TemMaTuky atoboro dpparmenTa Tekcra,

B TOM 4ucine ppassl gas CyMMapusauun JOKYMEHTa Uan TEMBbI,

°
°
°
@ BbICTPO HaxogMTb PParMEHTbI, OTHOCALLMECS K AAHHOI Teme,
°
@ pasfgensiTb AOKYMEHT Ha TeMaTUYeCKU OAHOPOAHbIE CErMeHTHI,
°

BU3YaZN3MpPOBaTb TEMAaTUYECKYIO CTPYKTYPY AOKYMEHTA.
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TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHO JVERETE aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

KonTekcTHas TemaTtudeckaa mogenb Attentive ARTM

[aHo: Konnekuusi TEKCTOBLIX LOKYMEHTOB, Wi, ..., Wy
Ci C {1,...,n} — nokanbHblii KOHTEKCT (OKpy>XeHne) Tepma w;
i — k03PULMEHT BHUMAHNSA, BEC TepMa W, B KoHTekcTe C;

Hatitu: ¢y, = p(t|w) — napameTpbl TemaTu4eckoii Mogenu

p(wIG) = 3 pwltp(t1G) = 3 p(tlw) 2 ot )

teT teT ( )

P(t|Ci) =04 = Z Qcip t‘Wc Z a =1, a;=0

ce(; ce(;

Kputepuii: makcumym log npasgonogobus c perynspusatopom R:

Z Z </)tw, Z b, + R(P) — max

i=1 teT ceC;
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BeposiTHocTHble sA3bIKOBBIE Mogenn TemMaTu4ecKoe MoAesiMpoBaHMe JIOKasibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

EM-anroputm gna mogenu Attentive ARTM

EM-anroputm: MeTon npocToii uTepaumn Sasi CUCTEMbI YPaBHEH W

pii = p(t|Ci,w;) = nt%r;n (¢tw,—9ti/P(t)) Oti = > ciPrw,

ceC;
1 Pti
New = Z qwi? Awi = Z aci[Wc:W]
i=1 ti ceC;

OR n
¢tw = norm <ntw+¢thtw+¢tw Ny = Z pti[Wi: W]
€T 0Ptw =

VHTepnpeTayns BCNnOMOraTenbHbIX NEPEMEHHbIX:
Ny — CKOJIBKO pa3 TEPM W OTHOCUTCS K TeMe t B KOJIEKL MK
gwi — CYMMapHbIi BEC BCEX BXOXKAEHWU TepMa W B KoHTeKCT C;
Np, — cymMapHbIli BeC TeEpMa W B KOHTEKCTaX TeMbl t
n
p(t) =2 =13 p; — «maccosas» pons Tembl t B KonneKLMU
i=1
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BeposiTHocTHble sA3bIKOBBIE Mogenn TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Perynslpmsmpylou.l,ee BO3JJ.€I7iCTBI/I€ JIOKAJIbHOI0 KOHTEKCTAa

Hobaeka Ny, noxoxa Ha perynspusaTtop Ry T. 4. 8645; = Ny,
MOXHO AOMHOXWTb Ha T, nonarasi no ymon4danuto 7 = Q

Niy, yBenuuunsaer ¢n, = p(t|w), ecnn w vacto BcTpedaercs
B JIOKaNbHbIX KOHTeKCTax C;, rae UeHTpanbHblli TEpM w;
OTHOCKTCA K Teme t ¢ BOnbLWON BEPOSTHOCTBIO:

i tC;, i it
Ntw_z awBl = z ) z i B,

Ny, noxoxka Ha AUCTpubyTUBHbIE MOZeNM si3bika Tuna word2vec,
nx Tematuyeckne ananorm BitermTM, Word TM, WordNetworkTM,
PErYASPU3aTOPbl KOrEPEHTHOCTU, cOnmxatowme ¢y, 6an3Kux Cnos

N}y, NOBbILLAET KOrepeHTHOCTb = UHTEPNpPeTUPyeMOCTb TEM

N:, Bbluncnsierca 3a O(k?|T|), rae k — pavHa KoHTekcTa,
npy 3TOM OCTasbHbIE onepaunn ¢ gokymeHtom 3annmarotr O(k |T|)
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BeposiTHocTHble sA3bIKOBBIE Mogenn TemMaTu4ecKoe MoAesiMpoBaHMe JIOKasibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

YacTHbin cnyqa|7|: KOHTEKCT paBeH OOKYMEHTY, <K MeLIOK C/N0oB»

Iy = [ beg j‘"d] — TepMbl JJOKYMeHTa d B CKBO3HOI Hymepauuu
C=Iy4 <:> i 6 I — NnoKanbHLIW KOHTEKCT = BECb AOKYMEHT
Q¢ = n—d[c € ly] — BHUMaHNE PaBHOMEPHO MO BOKYMEHTY

Torpa 6ii = 6:4, qui = °% = p(w|d) — He 3aBucsT ot J,
Ny, = n, — He 3aBucuT OT t, OhyNew = Ny

Ndw

Ptdw = NOrm (¢tw0td/p(t)); Otg = Z Qstwv

teT wed
OR

Ptw = norm 2N + ¢tw8gbﬁ Ny = ng Ndw Ptdw

ng
p(t) = X —Prdw-

wew N

v

U.A.Wpxun, B.I .Bynatos, K.B.Boporyos. ABANTUBHAA perynsapusauns TeMaTnd4ecknx
mMogeneii ¢ BbICTpoli BeKTOpr3aumeid Tekcta, 2020.
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BeposiTHoCcTHBI blKOBble Mogenu TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

AkcnepumeHnT. Mposepka moguduymposaHHoro EM-anroputma

Konnekuymus NIPS, |T| = 50, mogenu:
@ TARTM (Oless ARTM) — moanduumposantbiii EM-anroputm
@ naive TARTM — ogHa ntepauusi obsiuHoro EM-anroputma

08 035 035
0s go3o 0.30
g 5025 0.25
g
é 0.4 §0.zu H 0.20
g Zo1s 015
£o2 %0.10 0.10
So.o0s 0.05
00 0.00
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
Homep wTepauun Homep wTepauun Homep wTepauun
— plsa  ---- smooth Ida sparselda —— tartm —— naive tartm

@ TARTM ouuwaeT Tembl OT 06LWeynOTPEbUTENBHBIX CNOB,
@ Y/YYLIAET Pa3pPEXEHHOCTb, Pa3NYHOCTb U KOFEPEHTHOCTL TEM

W.A.Vpxun, B.I Bynatos, K.B.BopornyoB. AjaNTUBHAs perynspusanns TeMaTnyeckux
Mogeneii ¢ bbicTpoii BekTOpr3auneii Tekcra, 2020.

https://github.com/ilirhin/python _artm
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TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
MeLlKa C/IoB» K TeMaT CKOMY BHUMaHMIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Mpobnema pecduunta nHTepnpeTupyemoctTu u eé cesasb ¢ p(t)

B cnyuasx, korga konnekums tematudeckm He cbanancuposana,
NOAABASIIOTCS MYCOPHbIE TEMbI U TEMbI-AybANKaTbI

Mpuunna: EM ctpemnTcs pasHomepHo pacnpegenuts p(t

)

Tema — knactep ¢ ueHtpom p(w|t) n Toukamu p(wlt,d), d € D
(A) Tskénble knacTepbl pa3bnBaloTCs Ha TeMbl-gybanKaThbl
(C) nérkne knactepbl CIMBAKOTCA B Pa3HOPOAHbIE MYCOPHbIE TEMbI

Yrto genatb: geTekTupoBaTh AyBANKaTbI 1 MYCOPHbIE TEMBI;
nocne CAusiHWA 1 pasgeneHnii nogaepxmeats uenesoe p(t)
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BeposiTHocTHB| VIO TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTu4e / aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Kak 6bICTp0 BblYNCNATHL B3BELWEHHbIE CpeaAHUe N0 KOHTEKCTY

[ea npoxofa no TeKCTy — «CJIeBa HaMpaBO» W «CMpaBa HaJeBO»
OISl BbIYUCNIEHNS SKCMOHEHUMNAbHbIX ckonb3suwnx cpeghux (3CC):
=1
=1

5 p(tlw) + (1=,) B(tli—1), i=1,...,n
(1) = 3, p(tlw) + (1= 5;) B(eli+1), i =n,....1,

—

)

21 2y

3

rae v, Y; — K03NUMEHTbI CrNaKNBAHNS B NO3NLMAN |
OcHoBHOE CBOWCTBO: ecum y; = 7, To o = (1 — )l
Heckonbko coobparkeHuid, kak pacnopsxaTbcs Bbibopom 7, 7;:

® 7; ~ }, rae h — WnpuHa okHa, pasMep KOHTEKCTa

@ 7; = 1, ecin Hafo 3abbITb KOHTEKCT, CMEHUTL JOKYMEHT

@ 7; = 0, ec/l Hafio NPOMrHOPUPOBATL TEPM

@ 7 MOXXHO YMHOXaTb Ha OLEHKY BAa>XHOCTU TepMa
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BeposiTHocTHS!
BepositHocTHoe TemaTuye

OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO

TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Mcnonb3oBaHne ABYHaNpaB/1€HHbIX BEKTOPOB KOHTEKCTA

p(t]i)

p(tli)

p(tlj)

p(tl))

J

Yepes gByHanpasieHHble TEMATUHECKUE BEKTOPb! ONPEAENAETCA:

@ p(t|i/) — TemaTuka NeBOro KOHTEKCTa TepMa w;

@ p(t|/) — TemaTMka NpaBOro KOHTEKCTa TEPMa W;

3(p(tli) + p(t|i)) — TemaTnka ABYCTOPOHHErO KOHTEKCTa W
p(tli...j) = 3(p(tli)+ p(tlj)) — TemaTuka cermenta [i... ]
p(t|i) ~ p(t|j) — opHOpPOAHOCTL TemMaTukn cermeHTa [i. .. ]
max; || p(t[i) — p(t[i)|| — rpanuua i mexay cermentamu

NpYU PasfMYHbIX 7y; — KOPOTKME N AJINHHbIE KOHTEKCTbI

Aunanorus c mogenamn a3bika GCNN, Attention, Transformer
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BeposiTHOCTHBIE si3bIKOBBIE MOAEnN TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

EM-anroputm gna mogenu Attentive ARTM

Bxop: TekcToBas konnekuyms, Yucno tem |T|, napametpel K, L;
Beixog: matpuuya ®, BeKTOpbl TEPMOB AOKYMEHTOB pyi, t € T, i=1,...,m;

nHUUMann3aumnsa ¢uy;, ne =1 gnascex w e W, t e T,

Aana Bcex ntepauymnii k = 1.. K (npoxogos no BCeil Kosnekynm)

nanymnannsauns (Ney, Noy, fiz) := 0 gns scex w € W, t € T;

ans Bcex gokymerntos d € D

Pti = G, BN Bcex t € T, i € Iy;

ans Bcex | = 1..L (ananor L 6nokos BHUumMaHusi B Tpancdopmepe)
O: = Attn(pt,-: teT, ield);
pii := norm (peibei/n:) ansascex t € T, i € ly;

Ntw; = Ntw; + pri; A := A + py ana ecex t € T, i € Iy;
._ Niw. nw OR
Drw = nto€r¥n (ntw + 2 Npy + 2 e ’qu:",,%”)

ansaeeex t€ T, we W,

n; = i pnsiecex t € T,

yhi := Attn(xni: h€ H, i€ lq) o3HauaeT yu 1= D cec, CeiXhe
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BeposiTHocTHB| VIO TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTu4e / aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Mogenb BHumanus (self-attention) Query—Key—Value

BxogHble BekTopbl Ci0B (3MbeanHT1) T

X:(X17"‘7Xn) ERT Matmul
TPaHCOPMUPYIOTCS B BEKTOPbI CJOB, Iy A
3aBucsime ot koHTekcToB Cj: softmax

H=(hy,..., h,) € RY 4
Mogenv Brumanuns (self-attention):

hi = > Wyxc Softl\/lax(kac, Woxi) B ?

ce(
Scaled Dot-

W, xc — BekTOp-3HaqeHune (value) Bieduczacenton
Wi x. — Bektop-kntou (key) 4 4

W, x; — BexkTop-3anpoc (query) Ouery Key Value

W,, Wy, W, — obydaemsle napameTpsl

A.Vaswani et al. Attention is all you need. 2017.

K. B. BopoHuog (k.vorontsov@iai.msu.ru) PTM & LLM — kypc Ha cbnuxeHue 77 /90



BeposiTHocTHbIE KOBble Mogenun TeMaTUu4ecKoe MoAesiMpoBaHMe JIOKasibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Aunanorusa Attentive ARTM ¢ mogenbto camo-BHUMaHNA

K. B. BopoHuog (k.vorontsov@iai.msu.ru) PTM & LLM — kypc Ha cbnuxkeHue

KOHTeKCTHbIN TeMaTudeckunii BeKTop Ha Bbixoge E-wara:
_ _ 1

p(t|Ci7 Wi) = Pti = norm( Z gbtwca"ci ) (btW,')
teT ceC; P

KOHTEKCTHBII BEKTOP Ha BbIXOAE MOAEAN CaMO-BHUMAHWS:

hi= > Wyxcag= >, Wyxc Sof'cMax(kaC Woxi)
ce( ceC;

CxoacrBo:

@ BEKTOpP TepMa W, TPaHCEOPMUPYETCA B KOHTEKCTHbLIN BEKTOP

@ NyTéM YCPeAHEHUS BEKTOPOB ¢, W3 KOHTEKCTa Tepma wj,

@ Hanbonee (CEMaAHTUYECKN) CXOXKNX C BEKTOPOM TEpMa W;
OTnnuna nokannzoeanHoro E-wara:

@ a[aMapoBO YMHOXEHWE BEKTOPA (), Ha BEKTOP-DUNBLTP Oy,

@ HeT obyyaembix maTpul, Wy, Wi, W, kak y mogenn BHUMaHus

@ NpoeLNpPOBaHME NTOMOBOIO BEKTOPA HA €AUHUYHbLIA CUMMIEKC
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BeposiTHocTHble sA3bIKOBBIE Mogenn TeMaTUu4ecKoe MoAesiMpoBaHMe JIOKasibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Aunanorusa nokanusosaHHoro E-wara c mogensto tpaHcchopmepa

OJJ,I/IH npoxon AOKYyMeHTa aHanorn4d4eH monenn BHUMaHUA:

— ana kaxgoro d € D, gna kaxgoli nosuuum i =1,..., ny
BLIYNCASAIOTCA 5 TEMaTU4ECKNX BEKTOPOB, CBA3AHHbLIX C TEPMOM W;:

Gww; = p(t|w;) — BeckoHTeKCTHBI BeKTOp Tepma
p(t|i), p(t|i) — BekTOpbI NEBOrO 1 NPABOrO KOHTEKCTA
0+ = Bp(t|i) + (1 — B)p(t]i) — Bek. ABYCTOPOHHErO KOHTEKCTA

pti = normt(gbwl.t@t,-) — KOHTeKCTHbIl BekTop Tepma p(t| G, w;)

Heckonbko Takux NpoxofoB aHanormyHel TpaHcdopmepy:

KOHTEKCTHbIN BekTOp Tepma pri = p(t|Ci, w;) Ha creayroLieM npoxoge
bepéTcsi BMeCTO ero beCKOHTEKCTHOrO BEKTOPA (ny, = P(t|w;)

L vtepaunii aHanormyHel L Heobyvaembiv Baokam BHUMaHMSA
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B THOCTHBI KOBble Mogenu TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHOe TemaTuyeckoe MofenvpoBaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

CsépTouHas Heiipocetb GCNN (Gated Convolutional Network)

BxogHble BekTopbl Ci0B (3MbeanHT1)
X =(x1,...,x,) €ERT

TPaHCPOPMUPYIOTCS B BEKTOPbLI CJIOB,

3aBucswme ot koHTekctos Cj:
H=(hy,...,hy) €R?

Yepes aflamMapoBO MpOU3BEAEHNeE:
hy=a;® O'(b,'), roe

aj = Y Wcxc — cBEpTKa-KOHTEKCT,
ceC;

bi = Y Vcxc — cBépTka-punbTp,
ceC;

W, V. — maTpuupbl pasmepa dx T,

obyyaemble napaMeTpbl MOAENN,

o(x) = 1_‘_% — dyHKUUS curmonaa

_Input sentence }

Text The cat sat on the mat .

Wy Wy Wy Wz W, Wy Wg

o
1 Lookup Table N

X=(%..%,) Q)

(00000

00000
00000
00000

©0000)
00000)

00

~{ Convolution }L N
a=x-w+b! RO [Q @ [Q @ @ |
! 3| 3] o] 9] 9] |o
-gHaHa-Ba- B
B=X«V+c ¢ 3l 3l 13l 131 3 8
L I 8lg o &g g e

[ Gating ) ‘

H=A®°(B) E
v

Yann N. Dauphin et al. Language modeling with gated convolutional networks, 2017.
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BeposiTHocTHbIE KOBble Mogenun TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Aunanorua Attentive ARTM ¢ mogensio GCNN

KOHTEKCTHBI TeMaTuyeckunii BeKTop Ha Bbixode E-wwara:

p(t|Ci, w;) = pri = ng;“( > @cicbtwcﬁ@w,)

ce(

KoHTekcTHblii BekTOop Ha Bbixoge mogenu GCNN:

h; = ( > chc) ® O‘( > VCXC>

Cx0paCTBO: ceq e

@ BEKTOp TepMa W, TPaHC(OPMUPYETCA B KOHTEKCTHbIN BEKTOP
@ nyTéM yCpefHEHNs BEKTOPOB ¢, €ro KOHTEKCTa,

@ CEMaHTUYECKU CXOXUX C BEKTOPOM TepMa Wi, PUabTPyEMbIX

aflaMapoBbIM YMHOXEHWEM Ha HEOTPULATESbHbBIA BEKTOP
O1anuna nokanusosanHoro E-wara:

@ Het obyyaembix maTpuy W, V. kak y mogenn GCNN

@ BekTOp-punbTp Py, 6€3 ycpepHeHns no koHtekcty C;

@ MNpoEeLMpOBaHNE UTOrOBOrO BEKTOPA HA EANHWNYHbBIA CUMMAEKC
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BeposiTHocTHble sA3bIKOBBIE Mogenn TeMaTUu4ecKoe MoAesiMpoBaHMe JIOKasibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

HelipoceteBaa Tematuyeckas mogens Contextual-Top2Vec

Bmecto PTM — cymma TexHonorwii:
BekTopu3aunsi TokeHos (Sentence-BERT)

BEKTOPU3ALS NPEATOKEHNI CKOB3SALYMM
okHom B 50 TokeHoB (mean pooling)

: + - christian
£% doctrine

noHmxkeHue pasmepHoctu sektopos (UMAP) .

turkish genocide
mib standings

nepapxnyeckasi knactepusaunsi (hDbscan)
C aBTOMATUYECKUM ONPEAENEHUEM YUCNA TEM

NepapxnyeKoe YKPYMHEHNE TEM CANSIHUEM MENKNX KNacTepoB
¢ banmxaiiwmmn cocegsimu (Top2Vec)
pa3bneHne QOKYMEHTA Ha MOHOTEMATUYECKNE CETMEHTHI

p(t|d) = pons BeKTOPOB JAHHOW TeMbI B AOKYMEHTE

000 ©0 060 O©0O0

MMeHOBaHMe TeMm: nonck ¢pas, banxaiiwnx K LeHTponay Tembl

Dimo Angelov. Top2vec: Distributed representations of topics. 2020.
D.Angelov, D.Inkpen. Topic modeling: contextual token embeddings are all you need. 2024.
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BeposiTHocTHble sA3bIKOBBIE Mogenn TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

HelipoceteBaa Tematuyeckas mogens Contextual-Top2Vec

HoctouHcTea:
@ mogens BERT npegobyuyera no 6oabluvM BHEWHNM AaHHBIM,
MO3TOMY Ka4yeCTBO TEM HE 3aBUCUT OT pPa3Mepa KONAEeKL MU

@ [OKYMEHT pa3bMBaeTCs Ha MOHOTEMATUYECKNE CErMEHTI

@ asTomaTtmyeckmn onpegensiercs ducno tem (hDbscan, Top2Vec)

@ Tema onucbiBaeTcs hpasamu, a He OTAEAbHLIMU CAOBAMN
HepocTatku:

@ 370 paboTaer foaAro, 0CobeHHO Ha BOMBLINX KOMNEKLMSAX

@ uMHKpemeHTHOe nobasneHne JOKYMEHTOB HE NpeanofnaraeTcs
CxoactBo ¢ Attentive ARTM:

@ 06paboTKa NOKANBHLIX KOHTEKCTOB CKOJBb3SLUUM OKHOM

@ BO3MOXHO paspexusaTs p(t|C;) po MOHOTEMATMHYHOCTH

Dimo Angelov. Top2vec: Distributed representations of topics. 2020.
D.Angelov, D.Inkpen. Topic modeling: contextual token embeddings are all you need. 2024.
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BeposiTHocTHble sA3bIKOBBIE Mogenn TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

KoHTekcTHas gokymeHTHas knactepusauyus (CDC)

K. B. BopoHuog (k.vorontsov@iai.msu.ru) PTM & LLM — kypc Ha cbnuxeHue

Nyyw — 4HaCTOTa COYETaHMA napbl CNOB U, W B HEKOTOPOM OKHE

p(u|w) = % — koHTekcT cnosa w
H(w) = =, p(ulw) log p(u|w) — sHTponus koHTekcTa coBa w

V3Kkunii KOHTEKCT — KOHTEKCT C HU3KOW SHTPOMUEN, aHaNOr TEMbI,
CNOBa U, HECNy4allHO 4acCTO BCTPEYatoLWNeCs psAAOM CO CI0BOM W

MeTog CDC — Contextual Document Clustering:
©Q BLIZENNTL KTEMATNYHBIEY CAOBA C Y3KMMMU KOHTEKCTaAMMU
@ knacTepn30BaTh y3KME KOHTEKCTbI (HAWTM KNACTEPbI-TEMBI)
© pasbuTb JOKYMEHTbI Ha OAHOPOAHbIE cermeHTbl (ab3aubl)
© oTHecTu KaXkApblli cermeHT K bavkaliwen Teme

© p(t|d) = pons cermeHTOB TeMbl t B [JOKYMEHTE

Vladimir Dobrynin, D.Patterson, N.Rooney. Contextual document clustering. 2004.
D.Patterson, N.Rooney, V.Dobrynin, M.Galushka. SOPHIA: A novel approach for
textual case-based reasoning. 2005.
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BeposiTHoCcTHBI blKOBble Mogenu TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Bblp.@fleHVIe CNnoB, UMEeLWNX y3KNe KOHTEKCTbI

OpuruHanshbiii CDC: guanasox log, N, pasbusaetcs Ha uHTepBasbl,
B KaXKAOM MHTepBane oTbuparoTtcs cnosa ¢ Haumenbwumun H(w):

3asucumocts sHTponuu H(w) ot gokymeHTHol HacToTsl log, N,

T
10

HepocTtaTok: n3-3a pasbueHnsa Ha MHTEpPBabl 3HAYNTENIbHAS
4aCTb Y3KNX KOHTEKCTOB nponyckaeTcs (npenssatbiii oTbop)

V.Dobrynin, D.Patterson, N.Rooney. Contextual document clustering. ECIR, 2004.
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BeposiTHocTHble sA3bIKOBBIE Mogenn TeMaTUu4ecKoe MoAesiMpoBaHMe JIOKasibHbIX KOHTEKCTOB
BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Bblp,eneHwe CNnoB, UMEeLWNX y3KNe KOHTEKCTbI

3akoH Xunca = 3asucumocts H(w) ot log, N, norapucmuyeckas
Bonee akkypaTHbiii 0T6Op JIOKabHBIX KOHTEKCTOB
C MOMOLLBIO KBaHTUABHOI perpeccun (otcekaem 5% cHusy).

3asncumocts sHTponuu H(w) ot gokymeHTHOl vactoTkl log, Ny,

2 4 6 8 10

V.Dobrynin, D.Patterson, N.Rooney. Contextual document clustering. ECIR, 2004.
Anekceri ['puH4yk. /lcnonb30BaHne KOHTEKCTHOW AOKYMEHTHOI KnacTepusaunv ans
YNyULLIEHMs Ka4ecTBa TemaTuyecknx mogenein // BKP 6akanaepa, M®TW. 2015.
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BeposiTHOCTHBIE si3bIKOBBIE MOAEnN TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB
BeposiTHocTHO e nyeckoe MogenvposaHue aHasorMm ¢ HelipoceTEeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Munumnanusayua tematndeckoin mogenu ¢ nomoubio CDC

3aBUCMMOCTb nepnaekcuu oT Yucna utepauuii (konnekuus MMPO)

— random initialization
— cdc initialization
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Anekceri ['puH4yk. /lcnonb30BaHne KOHTEKCTHOW AOKYMEHTHOI KnacTepusaunv ans
YNyULLIEHMs Ka4ecTBa TemaTuyecknx mogenein // BKP 6akanaepa, M®TW. 2015.
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BeposiTHocTHble sA3bIKOBBIE Mogenn TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB

BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

OT1kpbIThie Npobnaembl n cemeiicteo mogenein A*RTM

o
o
o
o

ONTUMU3NPOBaTL CTPYKTYPYy KOHTekcTa (7, y; 1 a4p.)
rMnoTesa: MOXKHO ONYCTUTL TPyLoémKoe BoluncneHne Ny,
rmnoTesa: yNy4llaeTcs MHTepnpeTupyeMocTb TeM

runotesa: ynpaenexue p(t) nossonut banaHcuposatb TEMbI

Cewmeiicteo mogenein A*RTM: Attentive, Apprehensive, Aware,
Adaptive, Automated, Available, Additively Regularized TM

©000 O©0O0

K. B. BopoHuog (k.vorontsov@iai.msu.ru) PTM & LLM — kypc Ha cbnuxkeHue

ARTM: moganbHOCTW, CBSI3W, Mepapxumn, TpaH3akKuuum,...

dopMupoBaHne «pacckasa o cebey» Ana KaKAoh TeMbI:
penesaHTHbIe (bpasbl, PparMeHThl, Ha3BaHWE, CYMMapU3aLus

cornacosanune p(t|w) ¢ npegobyyerHbimu ambeguuramn LLM
BBegeHne obydaembix napameTtpos B Attentive ARTM
NpoBepKa HaneTy CTaT-rMNOTE3 O COFlacuu pacnpemeneHuii

HacTpolika runepnapameTpos B noToke gavHbix (AutoML)
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BeposiTHocTHble sA3bIKOBBIE Mogenn TemMaTn4eckoe MoAesiMpoBaHMe JIoKaJibHbIX KOHTEKCTOB

BeposiTHocTHoe TemaTuyeckoe mofgenmposaHue aHasormm ¢ HelipoceTeBbIMM MOAENSAMMN A3blKa
OT «MelwkKa cnoB» K TeMaTU4eCKOMY BHUMaHUIO oTKpbITble Npobnembl, BoiBoAbl, 0bcy>kaeHne

Heckonbko metogonorn4ecknux samedaHuii

@ VYpanocb cgenate PTM «Teopueii ogHoli neMmbl»

@ OcHoBHasi nemMa npumMeHnma He Tobko gias PTM, Ho n gas
— penakcauunoHHbIX METOAOB AUCKPETHON ONTUMMN3auuu,

— 0by4eHNs1 MOHOTOHHBIX HEPOHHBIX CETEN, 1 Ap.

Monb3a obobuieHna moaeneid nyTém napameTpusauum:

— 410 obwero y PLSA, LDA, SWB? EM-anroputm [2012]

— 4To 0obwero y pasHbix mogeneii? perynspusauus [2014]

— 410 obwero y E-wara n BHumanns? nokanbHocTs [2023]
Bonblioe Hay4Hoe coobLIECTBO MOXET rogaMm He 3aMeyaTb
— Bonee NpOCTbIX U PaLMOHANbHBIX METOAOB PELUEHUS

— 04eBUAHbIX (3agHUM ymoMm) 0bobiuenuii

Boporuyos K.B., lMotanenko A.A. Perynapusaunsi, pobaCcTHOCTb 11 Pa3peXeHHOCTb

BEPOATHOCTHbLIX TeMaTndeckux mopeneii. 2012.

Boporuyos K.B. ApanTrnBHas perynsipnsaumns TeMaTUHeCKnUX MOAENei KONNeKunii

TEeKCTOBbIX AOKYMeHTOB. 2014.

Vorontsov K. V. Rethinking probabilistic topic modeling from the point of view of

classical non-Bayesian regularization. 2023.
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Kuura B cepun «Y4uebHuk ®MNMM MPTUN»

3agadva TeMaTMYECKOr0 MOAENNPOBAHNSA:
«Pa3SIOKNThL MO MOJIOYKAM» KOJIEKLUIO

10 crs 270-nernn
Mry . B. JloMonocoBa

®YHIAMEHT

®
H
H

TEKCTOBbIX JOKYMEHTOB, HE HNTAA NX

Teopus agauUTUBHOW perynspusauuu:
npocTas, U3ALHAA 1 Bblpa3nTesbHas

K. B. BopoHuoB

aNbTECPHATUBA baliecoscko My O6y'—IeH no BEPOATHOCTHOE TEMATHYECKOE
] MOAENHPOBAHME
I-I pa KTUKa: 6|/|6f| NOTEKA B |gA RT M Lnnnun perynapusaunn ARTM
¥ GMGNMOTERA C OTKPBITHIM KOAOM
C OTKPbITbIM KOAOM N MOAYNbHbIM BigARTM
NoaxoAoM K KOMBUHNUPOBaHUIO Moaenei |3

Mpuno>xKeHns: Hay4YHbIi NONCK, aHaIN3 COLMANbHbLIX CETEN
W HOBOCTHbIX MOTOKOB, COLMOrYMaHUTapHblE NCCAEA0BaHMNA

MpepekBu3nTbI: MaTemaTUdeCcKuii aHanns, AnHeliHaa anrebpa,
TEOpUsl BEPOSITHOCTMN, MalunHHoe oby4derue, asbik Python

Bopouyos K. B. BeposiTHOCTHOE TeMaTNHECKOE MOAENPOBaHNIE:
Teopusa perynsapusaunn ARTM n 6ubnnoteka ¢ oTkpbiThiM kogom BigARTM.
Mocksa, nsgatenscteo URSS. 2025. ISBN 978-5-9710-9933-8.
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