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Àííîòàöèÿ

Äîêëàä ñîñòîèò èç òð¼õ ÷àñòåé.

1. Îáçîð âåðîÿòíîñòíûõ ìîäåëåé ÿçûêà: ÷àñòîòíûõ,
òåìàòè÷åñêèõ, äèñòðèáóòèâíûõ, ãëóáîêèõ íåéðîñåòåâûõ.
Öåëè è çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ, è ïî÷åìó îíî
îñòà¼òñÿ àêòóàëüíûì â ýïîõó áîëüøèõ ÿçûêîâûõ ìîäåëåé.

2. Òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè òåìàòè÷åñêèõ ìîäåëåé
(ARTM) êîíöåïòóàëüíî ïðèáëèæàåò EM-àëãîðèòì îáó÷åíèÿ
âåðîÿòíîñòíûõ òåìàòè÷åñêèõ ìîäåëåé ê ãðàäèåíòíûì ìåòîäàì
îáó÷åíèÿ äèñòðèáóòèâíûõ è íåéðîñåòåâûõ ìîäåëåé ÿçûêà.

3. Íîâàÿ òåìàòè÷åñêàÿ ìîäåëü ëîêàëüíûõ êîíòåêñòîâ ïîçâîëÿåò
îêîí÷àòåëüíî óéòè îò ãèïîòåçû ¾ìåøêà ñëîâ¿ � íàèáîëåå
êðèòèêóåìîãî äîïóùåíèÿ â òåìàòè÷åñêîì ìîäåëèðîâàíèè.
Ïî ñóòè, ýòî ïðîñòåéøèé âàðèàíò ìîäåëè âíèìàíèÿ áåç
îáó÷àåìûõ ïàðàìåòðîâ, ñ áîãàòûìè âîçìîæíîñòÿìè ðàçâèòèÿ.



Ñîäåðæàíèå
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âíèìàíèå è òðàíñôîðìåð

2 Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå
ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

3 Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ
òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå
äèñòðèáóòèâíàÿ ñåìàíòèêà
âíèìàíèå è òðàíñôîðìåð

Ýâîëþöèÿ ïîäõîäîâ ìàøèííîãî îáó÷åíèÿ â àíàëèçå òåêñòîâ

Äåêîìïîçèöèÿ çàäà÷ ïî óðîâíÿì ïèðàìèäû NLP

ìîðôîëîãè÷åñêèé àíàëèç, ëåììàòèçàöèÿ, îïå÷àòêè

ñèíòàêñè÷åñêèé àíàëèç, âûäåëåíèå òåðìèíîâ, NER

ñåìàíòè÷åñêèé àíàëèç, âûäåëåíèå ôàêòîâ, òåì

Âåðîÿòíîñòíûå ìîäåëè ÿçûêà íà îñíîâå âåêòîðíûõ
ïðåäñòàâëåíèé ñëîâ è ìàòðè÷íûõ ðàçëîæåíèé

ìîäåëè äèñòðèáóòèâíîé ñåìàíòèêè:
word2vec [Mikolov, 2013], FastText [Bojanowski, 2016]

òåìàòè÷åñêèå ìîäåëè LDA [Blei, 2003], ARTM [2014]

Íåéðîñåòåâûå ìîäåëè ëîêàëüíûõ êîíòåêñòîâ

ðåêóððåíòíûå íåéðîííûå ñåòè LSTM [1997]

ìîäåëè âíèìàíèÿ è òðàíñôîðìåðû:
BERT [2018], GPT-3 [2020], GPT-4 [2023]
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Ïðîñòåéøàÿ ÷àñòîòíàÿ âåðîÿòíîñòíàÿ ÿçûêîâàÿ ìîäåëü

Äàíî:
(w1, . . . ,wn) � òåêñò, ñîñòîÿùèé èç ñëîâ wi ñëîâàðÿ W , ëèáî

nw =
n∑

i=1
[wi = w ] � ÷àñòîòû ñëîâ (ãèïîòåçà ¾ìåøêà ñëîâ¿)

Íàéòè:
p(w) = ξw � âåðîÿòíîñòíóþ ÿçûêîâóþ ìîäåëü (â.ï. W )

Êðèòåðèé: ìàêñèìóì ëîãàðèôìà ïðàâäîïîäîáèÿ:

ln
n∏

i=1

p(wi ) =
n∑

i=1

ln ξwi =
∑
w∈W

nw ln ξw → max
{ξw}

ïðè îãðàíè÷åíèÿõ
∑

w∈W
ξw = 1, ξw ⩾ 0, w ∈ W

Ðåøåíèå (èç óñëîâèé Êàðóøà�Êóíà�Òàêêåðà):
ξw = nw

n � ÷àñòîòíàÿ îöåíêà âåðîÿòíîñòè âñòðåòèòü ñëîâî w
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Âåðîÿòíîñòíàÿ ÿçûêîâàÿ ìîäåëü êîëëåêöèè äîêóìåíòîâ

Äàíî:
d = (wd1, . . . ,wdnd ) � òåêñòû äîêóìåíòîâ, d ∈ D, ëèáî

ndw =
nd∑
i=1

[wdi = w ] � ÷àñòîòû ñëîâ (ãèïîòåçà ¾ìåøêà ñëîâ¿)

Íàéòè:
p(w |d) = ξwd � âåðîÿòíîñòíóþ ÿçûêîâóþ ìîäåëü (â.ï. D ×W )

Êðèòåðèé: ìàêñèìóì ëîãàðèôìà ïðàâäîïîäîáèÿ:

ln
∏
d∈D

nd∏
i=1

p(wdi |d) =
∑
d∈D

nd∑
i=1

ln ξwdid =
∑
d∈D

∑
w∈W

ndw ln ξwd → max
{ξwd}

ïðè îãðàíè÷åíèÿõ
∑

w∈W
ξwd = 1, ξwd ⩾ 0, w ∈ W , d ∈ D

Ðåøåíèå (èç óñëîâèé Êàðóøà�Êóíà�Òàêêåðà):
ξwd = ndw

nd
� ÷àñòîòíàÿ îöåíêà óñëîâíîé âåðîÿòíîñòè

(
̸= nw

n

)
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Âåðîÿòíîñòíàÿ òåìàòè÷åñêàÿ ìîäåëü êîëëåêöèè äîêóìåíòîâ

Äàíî: êîëëåêöèÿ òåêñòîâûõ äîêóìåíòîâ êàê ¾ìåøêîâ-ñëîâ¿

ndw � ÷àñòîòà ñëîâà (òåðìà) w ∈ W â äîêóìåíòå d ∈ D

|T | � ñêîëüêî òåì õîòèì îïðåäåëèòü â êîëëåêöèè D

Íàéòè: òåìàòè÷åñêóþ ÿçûêîâóþ ìîäåëü (â.ï. D ×W × T )

p(w |d) =
∑
t∈T

p(w |��@@d , t) p(t|d) =
∑
t∈T

ϕwtθtd

p(w |t) = ϕwt � èç êàêèõ ñëîâ w ñîñòîèò êàæäàÿ òåìà t ∈ T

p(t|d) = θtd � èç êàêèõ òåì t ñîñòîèò êàæäûé äîêóìåíò d

Êðèòåðèé: ïðàâäîïîäîáèå ïðåäñêàçàíèÿ ñëîâ w â äîêóìåíòàõ d:∑
d∈D

∑
w∈d

ndw ln
∑
t∈T

ϕwtθtd → max
Φ,Θ

Hofmann T. Probabilistic Latent Semantic Indexing. ACM SIGIR, 1999.
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Òðè èíòåðïðåòàöèè çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

1. Ìàòðè÷íîå ðàçëîæåíèå � íèçêîðàíãîâîå, ñòîõàñòè÷åñêîå:

2. Ìÿãêàÿ áè-êëàñòåðèçàöèÿ äîêóìåíòîâ è ñëîâ ïî òåìàì

3. Àâòîêîäèðîâùèê äîêóìåíòîâ â òåìàòè÷åñêèå ýìáåäèíãè:

� êîäèðîâùèê fΦ : ndw
nd

→ θd
� äåêîäèðîâùèê gΦ : θd → Φθd

çàäà÷à ðåêîíñòðóêöèè:∑
d ,w

ndw ln⟨ϕw , θd⟩ → min
Φ,Θ

p(w |d)(
ndw
nd

)
p(t|d)
θd

p̂(w |d)
⟨ϕw ,θd ⟩
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Ïðèìåð 1. Ìóëüòèÿçû÷íàÿ ìîäåëü Âèêèïåäèè

216 175 ðóññêî-àíãëèéñêèõ ïàð ñòàòåé, ÷èñëî òåì |T | = 400
Ïåðâûå 10 ñëîâ è èõ ÷àñòîòû p(w |t) â %:

Òåìà �68 Òåìà �79

research 4.56 èíñòèòóò 6.03 goals 4.48 ìàò÷ 6.02
technology 3.14 óíèâåðñèòåò 3.35 league 3.99 èãðîê 5.56
engineering 2.63 ïðîãðàììà 3.17 club 3.76 ñáîðíàÿ 4.51
institute 2.37 ó÷åáíûé 2.75 season 3.49 ôê 3.25
science 1.97 òåõíè÷åñêèé 2.70 scored 2.72 ïðîòèâ 3.20
program 1.60 òåõíîëîãèÿ 2.30 cup 2.57 êëóá 3.14
education 1.44 íàó÷íûé 1.76 goal 2.48 ôóòáîëèñò 2.67
campus 1.43 èññëåäîâàíèå 1.67 apps 1.74 ãîë 2.65
management 1.38 íàóêà 1.64 debut 1.69 çàáèâàòü 2.53
programs 1.36 îáðàçîâàíèå 1.47 match 1.67 êîìàíäà 2.14

Àñåññîð îöåíèë 396 òåì èç 400 êàê õîðîøî èíòåðïðåòèðóåìûå.

Vorontsov, Frei, Apishev, Romov, Suvorova. BigARTM: Open Source Library for
Regularized Multimodal Topic Modeling of Large Collections. AIST-2015.
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Ïðèìåð 1. Ìóëüòèÿçû÷íàÿ ìîäåëü Âèêèïåäèè

216 175 ðóññêî-àíãëèéñêèõ ïàð ñòàòåé, ÷èñëî òåì |T | = 400
Ïåðâûå 10 ñëîâ è èõ ÷àñòîòû p(w |t) â %:

Òåìà �88 Òåìà �251

opera 7.36 îïåðà 7.82 windows 8.00 windows 6.05
conductor 1.69 îïåðíûé 3.13 microsoft 4.03 microsoft 3.76
orchestra 1.14 äèðèæåð 2.82 server 2.93 âåðñèÿ 1.86
wagner 0.97 ïåâåö 1.65 software 1.38 ïðèëîæåíèå 1.86
soprano 0.78 ïåâèöà 1.51 user 1.03 ñåðâåð 1.63
performance 0.78 òåàòð 1.14 security 0.92 server 1.54
mozart 0.74 ïàðòèÿ 1.05 mitchell 0.82 ïðîãðàììíûé 1.08
sang 0.70 ñîïðàíî 0.97 oracle 0.82 ïîëüçîâàòåëü 1.04
singing 0.69 âàãíåð 0.90 enterprise 0.78 îáåñïå÷åíèå 1.02
operas 0.68 îðêåñòð 0.82 users 0.78 ñèñòåìà 0.96

Àñåññîð îöåíèë 396 òåì èç 400 êàê õîðîøî èíòåðïðåòèðóåìûå.

Vorontsov, Frei, Apishev, Romov, Suvorova. BigARTM: Open Source Library for
Regularized Multimodal Topic Modeling of Large Collections. AIST-2015.
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Ïðèìåð 2. Áèãðàììíàÿ ìîäåëü íàó÷íûõ êîíôåðåíöèé

Êîëëåêöèÿ 1000 ñòàòåé êîíôåðåíöèé ÌÌÐÎ, ÈÎÈ íà ðóññêîì

ðàñïîçíàâàíèå îáðàçîâ â áèîèíôîðìàòèêå òåîðèÿ âû÷èñëèòåëüíîé ñëîæíîñòè
óíèãðàììû áèãðàììû óíèãðàììû áèãðàììû
îáúåêò çàäà÷à ðàñïîçíàâàíèÿ çàäà÷à ðàçäåëÿòü ìíîæåñòâà
çàäà÷à ìíîæåñòâî ìîòèâîâ ìíîæåñòâî êîíå÷íîå ìíîæåñòâî
ìíîæåñòâî ñèñòåìà ìàñîê ïîäìíîæåñòâî óñëîâèå çàäà÷è
ìîòèâ âòîðè÷íàÿ ñòðóêòóðà óñëîâèå çàäà÷à î ïîêðûòèè
ðàçðåøèìîñòü ñòðóêòóðà áåëêà êëàññ ïîêðûòèå ìíîæåñòâà
âûáîðêà ðàñïîçíàâàíèå âòîðè÷íîé ðåøåíèå ñèëüíûé ñìûñë
ìàñêà ñîñòîÿíèå îáúåêòà êîíå÷íûé ðàçäåëÿþùèé êîìèòåò
ðàñïîçíàâàíèå îáó÷àþùàÿ âûáîðêà ÷èñëî ìèíèìàëüíûé àôôèííûé
èíôîðìàòèâíîñòü îöåíêà èíôîðìàòèâíîñòè àôôèííûé àôôèííûé êîìèòåò
ñîñòîÿíèå ìíîæåñòâî îáúåêòîâ ñëó÷àé àôôèííûé ðàçäåëÿþùèé
çàêîíîìåðíîñòü ðàçðåøèìîñòü çàäà÷è ïîêðûòèå îáùåå ïîëîæåíèå
ñèñòåìà êðèòåðèé ðàçðåøèìîñòè îáùèé ìíîæåñòâî òî÷åê
ñòðóêòóðà èíôîðìàòèâíîñòü ìîòèâà ïðîñòðàíñòâî ñëó÷àé çàäà÷è
çíà÷åíèå ïåðâè÷íàÿ ñòðóêòóðà ñõåìà îáùèé ñëó÷àé
ðåãóëÿðíîñòü òóïèêîâîå ìíîæåñòâî êîìèòåò çàäà÷à MASC

Ñåðãåé Ñòåíèí. Ìóëüòèãðàììíûå àääèòèâíî ðåãóëÿðèçîâàííûå òåìàòè÷åñêèå
ìîäåëè // Ìàãèñòåðñêàÿ äèññåðòàöèÿ, ÌÔÒÈ, 2015.
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Shoaib Jameel, Wai Lam. An N-gram topic model for time-stamped documents. 2013.
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Öåëè è íå-öåëè òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Öåëè:

âûÿâëÿòü òåìàòè÷åñêóþ êëàñòåðíóþ ñòðóêòóðó
òåêñòîâîé êîëëåêöèè (ñêîëüêî â íåé òåì, è î ÷¼ì îíè),
ïðåäñòàâëÿÿ ðåçóëüòàò â óäîáíîé äëÿ ÷åëîâåêà ôîðìå

ïîëó÷àòü èíòåðïðåòèðóåìûå òåìàòè÷åñêèå âåêòîðû
(ýìáåäèíãè) ñëîâ p(t|w), ñëîâ-â-êîíòåêñòå p(t|d ,w),
äîêóìåíòîâ p(t|d), ôðàãìåíòîâ p(t|s), îáúåêòîâ p(t|x)
ðåøàòü ñ èõ ïîìîùüþ çàäà÷è ïîèñêà, êëàññèôèêàöèè,
ôèëüòðàöèè, ñåãìåíòàöèè, ñóììàðèçàöèè òåêñòîâ

Íå-öåëè:

óãàäûâàòü ñëîâà ïî êîíòåêñòó (ýòî ñëàáàÿ ìîäåëü ÿçûêà)

ïîíèìàòü ñìûñë òåêñòà (òåì íå äîñòàòî÷íî äëÿ ýòîãî)

ãåíåðèðîâàòü îñìûñëåííûé òåêñò (ñëàáûå ýìáåäèíãè)
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Íåêîòîðûå ïðèëîæåíèÿ òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

ðàçâåäî÷íûé ïîèñê â ïîèñê òåìàòè÷åñêèõ âûÿâëåíèå è îòñëåæèâàíèå
ýëåêòðîííûõ áèáëèîòåêàõ ñîîáùåñòâ â ñîöñåòÿõ öåïî÷åê íîâîñòåé

ìóëüòèìîäàëüíûé ïîèñê àíàëèç áàíêîâñêèõ ïîèñê ïàòòåðíîâ â çàäà÷àõ
òåêñòîâ è èçîáðàæåíèé òðàíçàêöèîííûõ äàííûõ áèîèíôîðìàòèêè

J.Boyd-Graber, Yuening Hu, D.Mimno. Applications of Topic Models. 2017.

H.Jelodar et al. Latent Dirichlet allocation (LDA) and topic modeling: models,
applications, a survey. 2019.
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Äèñòðèáóòèâíàÿ ãèïîòåçà è âèäû ñåìàíòè÷åñêîé áëèçîñòè ñëîâ

Êàê çàêîäèðîâàòü âåêòîðîì íå òîëüêî òåìû, íî ñìûñë ñëîâà?
Ñìûñë ñëîâà åñòü ìíîæåñòâî âñåõ êîíòåêñòîâ åãî óïîòðåáëåíèÿ

Words that occur in the same contexts tend to have similar
meanings [Harris, 1954].

You shall know a word by the company it keeps [Firth, 1957].

Ñèíòàãìàòè÷åñêàÿ áëèçîñòü ñëîâ:

ñî÷åòàåìîñòü ñëîâ â îäíîì êîíòåêñòå
(çäàíèå�ñòðîèòåëü, êðàí�âîäà, ôóíêöèÿ�òî÷êà)

Ïàðàäèãìàòè÷åñêàÿ áëèçîñòü ñëîâ:

âçàèìîçàìåíÿåìîñòü ñëîâ â îäíîì êîíòåêñòå
(çäàíèå�äîì, êðàí�ñìåñèòåëü, ôóíêöèÿ�îòîáðàæåíèå)

Z.Harris. Distributional structure. 1954.
J.R.Firth. A synopsis of linguistic theory 1930-1955. Oxford, 1957.
P.Turney, P.Pantel. From frequency to meaning: vector space models of semantics. 2010.
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Îáó÷åíèå âåêòîðíûõ ïðåäñòàâëåíèé ñëîâ (word2vec)

Äàíî: {w1, . . . ,wn} � òåêñò, ïîñëåäîâàòåëüíîñòü ñëîâ (òîêåíîâ)
Ci = {. . . ,wi , . . . } � êîíòåêñò ñëîâà wi , íàïðèìåð, ±k ñëîâ

Íàéòè: âåêòîðû uw , vw (embedding), êîäèðóþùèå ñìûñë ñëîâ
p(w |wi ) = SoftMax

w∈W
⟨uw , vwi ⟩ � ÿçûêîâàÿ ìîäåëü Skip-gram

Êðèòåðèé: log-loss äëÿ áèíàðíîé êëàññèôèêàöèè ïàð ñëîâ:

n∑
i=1

∑
w∈Ci

(
log p(+1|w ,wi ) + log p(−1|w̄ ,wi )

)
→ max

U,V

p(y |w ,wi ) = σ
(
y⟨uw , vwi ⟩) � ìîäåëü êëàññèôèêàöèè, y = ±1;

y = +1, åñëè w íàõîäèòñÿ â êîíòåêñòå ñëîâà wi ;
y = −1, åñëè w íå íàõîäèòñÿ â êîíòåêñòå ñëîâà wi ;
w̄ ñýìïëèðóåòñÿ èç p(w)3/4 (skip-gram negative sampling, SGNS)

T.Mikolov et al. E�cient estimation of word representations in vector space, 2013.
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Ñâÿçü word2vec ñ ìàòðè÷íûìè ðàçëîæåíèÿìè

d � ðàçìåðíîñòü âåêòîðîâ ñëîâ vw è uw ñëîâàðÿ W
V = (vw )W×d � ìàòðèöà ïðåäñêàçûâàþùèõ âåêòîðîâ ñëîâ
U = (uw )W×d � ìàòðèöà ïðåäñêàçûâàåìûõ âåêòîðîâ ñëîâ

SGNS ñòðîèò ìàòðè÷íîå ðàçëîæåíèå P ≈ UV T ìàòðèöû
Shifted PMI (Point-wise Mutual Information):

Pab = ln
nabn

nanb
− ln k,

nab � ÷àñòîòà ïàðû ñëîâ a, b â îêíå ±k ñëîâ,
na, nb � ÷èñëî ïàð ñ ó÷àñòèåì ñëîâà a è b ñîîòâåòñòâåííî,
n � ÷èñëî âñåõ ïàð ñëîâ â êîëëåêöèè.

Â êà÷åñòâå ýâðèñòèêè èñïîëüçóþò òàêæå Shifted Positive PMI:

P+
ab =

(
ln

nabn

nanb
− ln k

)
+
.

O.Levy, Y.Goldberg. Neural word embedding as implicit matrix factorization. 2014.
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Ïðîâåðêà íà çàäà÷àõ ñåìàíòè÷åñêîé áëèçîñòè è àíàëîãèè ñëîâ

Çàäà÷à ñåìàíòè÷åñêîé áëèçîñòè ñëîâ:
ïî âûáîðêå ïàð ñëîâ (a, b) îöåíèâàåòñÿ êîððåëÿöèÿ Ñïèðìåíà
ìåæäó cos(va, vb) è ýêñïåðòíûìè îöåíêàìè áëèçîñòè ñëîâ

Çàäà÷à ñåìàíòè÷åñêîé àíàëîãèè ñëîâ:
ïî òð¼ì ñëîâàì óãàäàòü ÷åòâ¼ðòîå
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Ìîäåëü âåêòîðíûõ ïðåäñòàâëåíèé FastText

Èäåÿ: âåêòîðíîå ïðåäñòàâëåíèå ñëîâà w îïðåäåëÿåòñÿ
êàê ñóììà âåêòîðîâ âñåõ åãî áóêâåííûõ n-ãðàìì G (w):

uw =
∑

g∈G(w)

ug

Â Skip-gram âìåñòî âåêòîðîâ ñëîâ uw îáó÷àþòñÿ âåêòîðû ug

Ïðèìåð: G (äàðìîëþá) = {<äà, àðì, ðìî, ìîë, îëþ, ëþá, þá>}

Ïðåèìóùåñòâà:

Ýòî ðåøàåò ïðîáëåìû íîâûõ ñëîâ è ñëîâ ñ îïå÷àòêàìè

Ïîäõîäèò äëÿ îáðàáîòêè òåêñòîâ ñîöèàëüíûõ ìåäèà

Ñëîâàðü 2- è 3-ãðàìì ìíîãî ìåíüøå ñëîâàðÿ ñëîâ

Ñóùåñòâóåò ìíîãî ïðåäîáó÷åííûõ ìîäåëåé

Bojanowski et al. Enriching word vectors with subword information. 2016.
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Ìîäåëè âåêòîðíûõ ïðåäñòàâëåíèé äëÿ òåêñòîâ è ãðàôîâ

word2vec: ýìáåäèíãè (âåêòîðíûå ïðåäñòàâëåíèÿ) ñëîâ
T.Mikolov et al. E�cient estimation of word representations in vector space. 2013.

paragraph2vec: ýìáåäèíãè ôðàãìåíòîâ èëè äîêóìåíòîâ
Q.Le, T.Mikolov. Distributed representations of sentences and documents. 2014.

sent2vec: ýìáåäèíãè ïðåäëîæåíèé
M.Pagliardini et al. Unsupervised learning of sentence embeddings using compositional n-gram features. 2017.

FastText: ýìáåäèíãè ñèìâîëüíûõ n-ãðàìì
https://github.com/facebookresearch/fastText

node2vec: ýìáåäèíãè âåðøèí ãðàôà
A.Grover, J.Leskovec. Node2vec: scalable feature learning for networks. 2016.

graph2vec: áîëåå îáùèå ýìáåäèíãè íà ãðàôàõ
A.Narayanan et al. Graph2vec: learning distributed representations of graphs. 2017.

StarSpace: ýìáåäèíãè ÷åãî óãîäíî îò Facebook AI Research
L.Wu, A.Fisch, S.Chopra, K.Adams, A.B.J.Weston. StarSpace: embed all the things! 2018.

BERT: ýìáåäèíãè ôðàç è ïðåäëîæåíèé îò Google AI Language
J.Devlin et al. BERT: pre-training of deep bidirectional transformers for language understanding. 2018.

GPT-3: ýìáåäèíãè, ïðåäîáó÷åííûå ïî 570Gb òåêñòîâ îò OpenAI
T.Â.Brown et al. Language Models are Few-Shot Learners. 2020.
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Òðàñôîðìåð äëÿ ìàøèííîãî ïåðåâîäà

Òðàñôîðìåð (transformer) � ýòî íåéðîñåòåâàÿ àðõèòåêòóðà äëÿ
òðàíñôîðìàöèè âåêòîðîâ ñëîâ â êîíòåêñòíî-çàâèñèìûå

Ñõåìà ïðåîáðàçîâàíèé äàííûõ â ìàøèííîì ïåðåâîäå:

S = (w1, . . . ,wn) � ñëîâà ïðåäëîæåíèÿ íà âõîäíîì ÿçûêå
↓ îáó÷àåìàÿ èëè ïðåä-îáó÷åííàÿ âåêòîðèçàöèÿ ñëîâ

X = (x1, . . . , xn) � âåêòîðû ñëîâ âõîäíîãî ïðåäëîæåíèÿ
↓ òðàíñôîðìåð-êîäèðîâùèê

Z = (z1, . . . , zn) � êîíòåêñòíî-çàâèñèìûå âåêòîðû ñëîâ
↓ òðàíñôîðìåð-äåêîäèðîâùèê, ïîõîæ íà êîäèðîâùèêà

Y = (y1, . . . , ym) � âåêòîðû ñëîâ âûõîäíîãî ïðåäëîæåíèÿ
↓ ãåíåðàöèÿ ñëîâ èç ïîñòðîåííîé ÿçûêîâîé ìîäåëè

S̃ = (w̃1, . . . , w̃m) � ñëîâà ïðåäëîæåíèÿ íà âûõîäíîì ÿçûêå

Vaswani et al. (Google) Attention is all you need. 2017.
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Ìîäåëè âíèìàíèÿ äëÿ ìàøèííîãî ïåðåâîäà

X = (x1, . . . , xn) � âåêòîðû ñëîâ âõîäíîãî ïðåäëîæåíèÿ
Y = (y1, . . . , ym) � âåêòîðû ñëîâ âûõîäíîãî ïðåäëîæåíèÿ

Ìîäåëü âíèìàíèÿ îöåíèâàåò ìàòðèöó ñåìàíòè÷åñêîãî
ñõîäñòâà Ati = a(xi , yt) � íàñêîëüêî âõîäíîå ñëîâî xi âàæíî
(òðåáóåò âíèìàíèÿ) äëÿ îáðàáîòêè âûõîäíîãî ñëîâà yt

Bahdanau et al. Neural machine translation by jointly learning to align and translate. 2015.
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Ìîäåëü âíèìàíèÿ Query�Key�Value

q � âåêòîð-çàïðîñ äëÿ òðàíñôîðìàöèè â âåêòîð-êîíòåêñò z
K = (k1, . . . , kn) � âåêòîðû-êëþ÷è, ñðàâíèâàåìûå ñ çàïðîñîì
X = (x1, . . . , xn) � âåêòîðû-çíà÷åíèÿ, îáðàçóþùèå êîíòåêñò

Ìîäåëü âíèìàíèÿ � òð¼õñëîéíàÿ ñåòü, âû÷èñëÿþùàÿ z êàê
âûïóêëóþ êîìáèíàöèþ âåêòîðîâ xi , ðåëåâàíòíûõ çàïðîñó q:

z = Attn(q,K ,X ) =
∑
i

xi SoftMax
i

a(ki , q),

ãäå a(k , q) � îöåíêà ðåëåâàíòíîñòè êëþ÷à k çàïðîñó q,
íàïðèìåð a(k, q) = kTq èëè kTWq ñ ìàòðèöåé ïàðàìåòðîâ W

Ìîäåëü âíóòðåííåãî âíèìàíèÿ (ñàìîâíèìàíèÿ, self-attention):

zi = Attn(Wqxi ,WkX ,WvX )

òðàíñôîðìèðóåò âõîäíóþ ïîñëåäîâàòåëüíîñòü X = (x1, . . . , xn)
â âûõîäíóþ ïîñëåäîâàòåëüíîñòü âåêòîðîâ êîíòåêñòà (z1, . . . , zn)
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Àðõèòåêòóðà òðàíñôîðìåðà-êîäèðîâùèêà

1. Äîáàâëÿþòñÿ ïîçèöèîííûå âåêòîðû pi :
hi = xi + pi , H = (h1, . . . , hn) d = dim xi , pi , hi = 512

dimH = 512×n

2. J ãîëîâ ñàìîâíèìàíèÿ: j = 1, . . . , J = 8

hji = Attn(W j
qhi ,W

j
kH,W

j
vH) dim h

j
i = 64

dimW j
q ,W

j
k
,W j

v = 64×512

3. Êîíêàòåíàöèÿ (multi-head attention):
h′i = MHj(h

j
i ) ≡

[
h1i · · · hJi

]
dim h′i = 512

4. Ñêâîçíàÿ ñâÿçü + íîðìèðîâêà óðîâíÿ:
h′′i = LN(h′i + hi ;µ1, σ1) dim h′′i , µ1, σ1 = 512

5. Ïîëíîñâÿçíàÿ 2õ-ñëîéíàÿ ñåòü FFN:
h′′′i = W2 ReLU(W1h

′′
i + b1) + b2 dimW1 = 2048×512

dimW2 = 512×2048

6. Ñêâîçíàÿ ñâÿçü + íîðìèðîâêà óðîâíÿ:
zi = LN(h′′′i + h′′i ;µ2, σ2) dim zi , µ2, σ2 = 512
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Íåñêîëüêî äîïîëíåíèé è çàìå÷àíèé

N = 6 áëîêîâ hi →□→ zi ñîåäèíÿþòñÿ ïîñëåäîâàòåëüíî
ýìáåäèíãè ñëîâ xi ∈ Rd � îáó÷àåìûå èëè ïðåä-îáó÷åííûå
íîðìèðîâêà óðîâíÿ (Layer Normalization), x , µ, σ ∈ Rd :

LNs(x ;µ, σ) = σs
xs − x̄

σx
+ µs , s = 1, . . . , d ,

x̄ = 1
d

∑
s
xs è σ2x = 1

d

∑
s
(xs − x̄)2 � ñðåäíåå è äèñïåðñèÿ x

Ïîçèöèè ñëîâ i êîäèðóþòñÿ âåêòîðàìè pi , i = 1, . . . , n;
÷åì áîëüøå |i − j |, òåì áîëüøå ∥pi − pj∥, n íå îãðàíè÷åíî:

pis = sin(i 10−8
s
d ), pi ,s+ d

2
= cos(i 10−8

s
d ), s = 1, . . . , d2
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Àðõèòåêòóðà òðàíñôîðìåðà äåêîäèðîâùèêà

Àâòîðåãðåññèîííûé ñèíòåç ïîñëåäîâàòåëüíîñòè:

y0 = ⟨BOS⟩ � âåêòîð ñèìâîëà íà÷àëà;

äëÿ âñåõ t = 1, 2, . . . :

1. Ìàñêèðîâàíèå ¾äàííûõ èç áóäóùåãî¿:

ht = yt−1 + pt ; Ht = (h1, . . . , ht)

2. Ìíîãîìåðíîå ñàìîâíèìàíèå:

h′t = LN ◦MHj ◦ Attn(W j
qht ,W

j
kHt ,W

j
vHt)

3. Ìíîãîìåðíîå âíèìàíèå íà êîäèðîâêó Z :
h′′t = LN ◦MHj ◦ Attn(W̃ j

qh
′
t , W̃

j
kZ , W̃

j
vZ )

4. Äâóõñëîéíàÿ ïîëíîñâÿçíàÿ ñåòü:

yt = LN ◦ FFN(h′′t )
5. Ëèíåéíûé ïðåäñêàçûâàþùèé ñëîé:

p(w̃ |t) = SoftMax
w̃

(Wyyt + by )

ãåíåðàöèÿ w̃t = argmax
w̃

p(w̃ |t) ïîêà w̃t ̸= ⟨EOS⟩

Vaswani et al. (Google) Attention is all you need. 2017.
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Êðèòåðèè îáó÷åíèÿ è âàëèäàöèè äëÿ ìàøèííîãî ïåðåâîäà

Êðèòåðèé äëÿ îáó÷åíèÿ ïàðàìåòðîâ íåéðîííîé ñåòè W
ïî îáó÷àþùåé âûáîðêå ïðåäëîæåíèé S ñ ïåðåâîäîì S̃ :∑

(S ,S̃)

∑
w̃t∈S̃

ln p(w̃t |t, S ,W ) → max
W

Êðèòåðèé îöåíèâàíèÿ ìîäåëåé (íåäèôôåðåíöèðóåìûå)
ïî âûáîðêå ïàð ïðåäëîæåíèé ¾ïåðåâîä S , ýòàëîí S0¿:

BiLingual Evaluation Understudy:

BLEU = min
(
1, Σlen(S)

Σlen(S0)

)
mean
(S0,S)

( 4∏
n=1

#n-ãðàìì èç S , âõîäÿùèõ â S0
#n-ãðàìì â S

) 1
4

Word Error Rate:

WER = mean
(S0,S)

(
#âñòàâîê + #óäàëåíèé + #çàìåí

len(S)

)
Vaswani et al. (Google) Attention is all you need. 2017.
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BERT (Bidirectional Encoder Representations from Transformers)

Òðàíñôîðìåð BERT � ýòî êîäèðîâùèê áåç äåêîäèðîâùèêà,
ïðåäîáó÷àåìûé íà áîëüøîé òåêñòîâîé êîëëåêöèè äëÿ ðåøåíèÿ
øèðîêîãî êëàññà çàäà÷ àâòîìàòè÷åñêîé îáðàáîòêè òåêñòà

Ñõåìà ïðåîáðàçîâàíèÿ äàííûõ â çàäà÷àõ NLP:

S = (w1, . . . ,wn) � òîêåíû ïðåäëîæåíèÿ âõîäíîãî òåêñòà
↓ îáó÷åíèå ýìáåäèíãîâ âìåñòå ñ òðàíñôîðìåðîì

X = (x1, . . . , xn) � ýìáåäèíãè òîêåíîâ âõîäíîãî ïðåäëîæåíèÿ
↓ òðàíñôîðìåð êîäèðîâùèêà

Z = (z1, . . . , zn) � òðàíñôîðìèðîâàííûå ýìáåäèíãè
↓ äîîáó÷åíèå íà êîíêðåòíóþ çàäà÷ó

Y � âûõîäíîé òåêñò / ðàçìåòêà / êëàññèôèêàöèÿ è ò.ï.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova (Google AI Language)
BERT: pre-training of deep bidirectional transformers for language understanding. 2019.
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Êðèòåðèé MLM (masked language modeling) äëÿ îáó÷åíèÿ BERT

Êðèòåðèé ìàñêèðîâàííîãî ÿçûêîâîãî ìîäåëèðîâàíèÿ MLM,
ñòðîèòñÿ àâòîìàòè÷åñêè ïî òåêñòàì (self-supervised learning):∑

S

∑
i∈M(S)

ln p(wi |i , S ,W ) → max
W
,

ãäå M(S) � ïîäìíîæåñòâî ìàñêèðîâàííûõ òîêåíîâ èç S ,

p(w |i , S ,W ) = SoftMax
w∈V

(Wzzi (S ,WT ) + bz)

� ÿçûêîâàÿ ìîäåëü, ïðåäñêàçûâàþùàÿ i-é òîêåí ïðåäëîæåíèÿ S ;

zi (S ,WT ) � êîíòåêñòíûé ýìáåäèíã i-ãî òîêåíà ïðåäëîæåíèÿ S
íà âûõîäå òðàíñôîðìåðà-êîäèðîâùèêà ñ ïàðàìåòðàìè WT ;

W = (WT ,Wz , bz) � âñå ïàðàìåòðû ÿçûêîâîé ìîäåëè

Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova (Google AI Language)
BERT: pre-training of deep bidirectional transformers for language understanding. 2019.
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Êðèòåðèé NSP (next sentence prediction) äëÿ îáó÷åíèÿ BERT

Êðèòåðèé ïðåäñêàçàíèÿ ñâÿçè ìåæäó ïðåäëîæåíèÿìè NSP,
ñòðîèòñÿ àâòîìàòè÷åñêè ïî òåêñòàì (self-supervised learning):∑

(S ,S ′)

ln p
(
ySS ′ |S , S ′,W

)
→ max

W
,

ãäå ySS ′ = [çà S ñëåäóåò S ′] � êëàññèôèêàöèÿ ïàðû ïðåäëîæåíèé,

p(y |S , S ′,W ) = SoftMax
y∈{0,1}

(
Wy th(Wsz0(S , S

′,WT ) + bs) + by
)

� âåðîÿòíîñòíàÿ ìîäåëü áèíàðíîé êëàññèôèêàöèè ïàð (S , S ′),
z0(S , S

′,WT ) � êîíòåêñòíûé ýìáåäèíã òîêåíà ⟨CLS⟩ äëÿ ïàðû
ïðåäëîæåíèé, çàïèñàííîé â âèäå ⟨CLS⟩ S ⟨SEP⟩ S ′ ⟨SEP⟩

Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova (Google AI Language)
BERT: pre-training of deep bidirectional transformers for language understanding. 2019.
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Åù¼ íåñêîëüêî çàìå÷àíèé ïðî òðàíñôîðìåðû

Fine-tuning: äëÿ äîîáó÷åíèÿ íà çàäà÷å çàäà¼òñÿ ìîäåëü
f (Z (S ,WT ),Wf ), âûáîðêà {S} è êðèòåðèé L (S , f ) → max

Multi-task learning: äëÿ äîîáó÷åíèÿ íà íàáîðå çàäà÷ {t}
çàäàþòñÿ ìîäåëè ft(Z (S ,WT ),Wt), âûáîðêè {S}t è
ñóììà êðèòåðèåâ

∑
t λt

∑
S Lt(S , ft) → max

GLUE, SuperGLUE, Russian SuperGLUE, MERA, SLAVA �
íàáîðû òåñòîâûõ çàäà÷ íà ïîíèìàíèå è ãåíåðàöèþ ÿçûêà

Òðàíñôîðìåðû îáû÷íî ñòðîÿòñÿ íå íà ñëîâàõ, à íà òîêåíàõ,
ïîëó÷àåìûõ BPE (Byte-Pair Encoding) èëè WordPiece

Ïåðâûé òðàíñôîðìåð: N = 6, d = 512, J = 8, âåñîâ 65M

BERTBASE, GPT1: N = 12, d = 768, J = 12, âåñîâ 110M

BERTLARGE: N = 24, d = 1024, J = 16, âåñîâ 340M
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Neural Topic Models � ýâîëþöèÿ PTM â ñòîðîíó LLM

Êàê ¾îáúåäèíèòü ëó÷øåå îò äâóõ ìèðîâ¿?

Neural: îáùíîñòü, êà÷åñòâî, ïðåäîáó÷åíèå, ãåíåðàöèÿ

Topics: èíòåðïðåòèðóåìîñòü, ïîëíîòà, ïðîñòîòà, ñêîðîñòü

×òî îáúåäèíÿåò PTM è LLM, è ÷òî èõ ðàçîáùàåò:

⊕⊕⊕ îáå � âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè,

⊕⊕⊕ îáå � àâòîêîäèðîâùèêè, âåêòîðíûå ïðåäñòàâëåíèÿ òåêñòà

⊖⊖⊖ PTM: áàéåñîâñêîå îáó÷åíèå, àðõèòåêòóðà MF, ìåøîê ñëîâ

Rob Churchill, Lisa Singh. The Evolution of Topic Modeling. November, 2022.
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Ìàêñèìèçàöèÿ ôóíêöèè íà åäèíè÷íûõ ñèìïëåêñàõ

Ïóñòü Ω = (ωj)j∈J � íàáîð íîðìèðîâàííûõ íåîòðèöàòåëüíûõ
âåêòîðîâ ωj = (ωij)i∈Ij ðàçëè÷íûõ ðàçìåðíîñòåé |Ij |:

Ω =




Çàäà÷à ìàêñèìèçàöèè ôóíêöèè f (Ω) íà åäèíè÷íûõ ñèìïëåêñàõ:
f (Ω) → max

Ω
;∑

i∈Ij

ωij = 1, ωij ⩾ 0, i ∈ Ij , j ∈ J.

Vorontsov K. V. Rethinking probabilistic topic modeling from the point of view of
classical non-Bayesian regularization. 2023.
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Íåîáõîäèìûå óñëîâèÿ ýêñòðåìóìà è ìåòîä ïðîñòûõ èòåðàöèé

Îïåðàöèÿ íîðìèðîâêè âåêòîðà: pi = norm
i∈I

(xi ) =
max(xi , 0)∑
k max(xk , 0)

Ëåììà. Ïóñòü f (Ω) íåïðåðûâíî äèôôåðåíöèðóåìà ïî Ω.
Åñëè ωj � âåêòîð ëîêàëüíîãî ýêñòðåìóìà íàøåé çàäà÷è
è ∃i : ωij

∂f
∂ωij

> 0, òî ωj óäîâëåòâîðÿåò ñèñòåìå óðàâíåíèé

ωij = norm
i∈Ij

(
ωij

∂f

∂ωij

)
.

×èñëåííîå ðåøåíèå ñèñòåìû � ìåòîäîì ïðîñòûõ èòåðàöèé

Âåêòîðû ωj = 0 îòáðàñûâàþòñÿ êàê âûðîæäåííûå ðåøåíèÿ

Èòåðàöèè ïîõîæè íà ãðàäèåíòíóþ îïòèìèçàöèþ:

ωij := ωij + η
∂f

∂ωij
,

íî ó÷èòûâàþò îãðàíè÷åíèÿ è íå òðåáóþò ïîäáîðà øàãà η
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Äîêàçàòåëüñòâî ëåììû î ìàêñèìèçàöèè íà ñèìïëåêñàõ

Çàäà÷à: f (Ω) → max
Ω

;
∑
i∈Ij

ωij = 1, ωij ⩾ 0, i ∈ Ij , j ∈ J.

Ôóíêöèÿ Ëàãðàíæà:

L (Ω;µ, λ) = −f (Ω) +
∑
j∈J

λj

(∑
i∈Ij

ωij − 1
)
−

∑
j∈J

∑
i∈Ij

µijωij .

Óñëîâèÿ Êàðóøà�Êóíà�Òàêêåðà äëÿ âåêòîðà ωj :

∂f (Ω)

∂ωij
= λj − µij , µijωij = 0, µij ⩾ 0.

Óìíîæèì îáå ÷àñòè ïåðâîãî ðàâåíñòâà íà ωij :

Aij ≡ ωij
∂f (Ω)

∂ωij
= ωijλj .

Ñîãëàñíî óñëîâèþ ëåììû ∃i : Aij > 0. Çíà÷èò, λj > 0.

Åñëè ∂f (Ω)
∂ωij

< 0 äëÿ íåêîòîðîãî i , òî µij > 0 ⇒ ωij = 0.

Òîãäà ωijλj = (Aij)+; λj =
∑
i

(Aij)+ ⇒ ωij = norm
i

(Aij). ■
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Çàäà÷è, íåêîððåêòíî ïîñòàâëåííûå ïî Àäàìàðó

Çàäà÷à êîððåêòíî ïîñòàâëåíà

ïî Àäàìàðó, åñëè å¼ ðåøåíèå

ñóùåñòâóåò,

åäèíñòâåííî,

óñòîé÷èâî.
Æàê Ñàëîìîí Àäàìàð

(1865�1963)

Çàäà÷à ìàòðè÷íîãî ðàçëîæåíèÿ íåêîððåêòíî ïîñòàâëåíà:
åñëè Φ,Θ � ðåøåíèå, òî ñòîõàñòè÷åñêèå Φ′,Θ′ � òîæå ðåøåíèÿ

Φ′Θ′ = (ΦS)(S−1Θ), rankS = |T |
f (Φ′,Θ′) ≈ f (Φ,Θ)

Ðåãóëÿðèçàöèÿ � äîîïðåäåëåíèå ðåøåíèÿ
ïóò¼ì äîáàâëåíèÿ êðèòåðèÿ + τR(Φ,Θ)

Ñêàëÿðèçàöèÿ êðèòåðèåâ: +
∑

i τiRi (Φ,Θ)
À.Í.Òèõîíîâ
(1906�1993)
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Àääèòèâíàÿ ðåãóëÿðèçàöèÿ òåìàòè÷åñêèõ ìîäåëåé

Ìàêñèìèçàöèÿ ëîãàðèôìà ïðàâäîïîäîáèÿ ñ ðåãóëÿðèçàòîðîì:∑
d ,w

ndw ln
∑
t∈T

ϕwtθtd +R(Φ,Θ) → max
Φ,Θ

; R(Φ,Θ) =
∑
i

τiRi (Φ,Θ)

EM-àëãîðèòì: ìåòîä ïðîñòîé èòåðàöèè äëÿ ñèñòåìû óðàâíåíèé

ptdwE-øàã: ≡ p(t|d ,w) = norm
t∈T

(
ϕwtθtd

)
ϕwtM-øàã: = norm

w∈W

(
nwt + ϕwt

∂R
∂ϕwt

)
; nwt =

∑
d∈D

ndwptdw

θtd = norm
t∈T

(
ntd + θtd

∂R
∂θtd

)
; ntd =

∑
w∈d

ndwptdw

E-øàã ñîâïàäàåò ñ ôîðìóëîé Áàéåñà: p(t|d ,w) = p(w |t)p(t|d)
p(w |d)

Âîðîíöîâ Ê. Â. Àääèòèâíàÿ ðåãóëÿðèçàöèÿ òåìàòè÷åñêèõ ìîäåëåé êîëëåêöèé
òåêñòîâûõ äîêóìåíòîâ. Äîêëàäû ÐÀÍ, 2014.
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Äîêàçàòåëüñòâî (ïî ëåììå î ìàêñèìèçàöèè íà ñèìïëåêñàõ)

Ïðèìåíèì ëåììó ê log-ïðàâäîïîäîáèþ ñ ðåãóëÿðèçàòîðîì:

f (Φ,Θ) =
∑
d,w

ndw ln
∑
t∈T

ϕwtθtd + R(Φ,Θ) → max
Φ,Θ

ϕwt = norm
w∈W

(
ϕwt

∂f

∂ϕwt

)
= norm

w∈W

(
ϕwt

∑
d∈D

ndw
θtd

p(w |d) + ϕwt
∂R

∂ϕwt

)
=

= norm
w∈W

(∑
d∈D

ndwptdw + ϕwt
∂R

∂ϕwt

)
;

θtd = norm
t∈T

(
θtd

∂f

∂θtd

)
= norm

t∈T

(
θtd

∑
w∈W

ndw
ϕwt

p(w |d) + θtd
∂R

∂θtd

)
=

= norm
t∈T

(∑
w∈d

ndwptdw + θtd
∂R

∂θtd

)
;

ãäå îïðåäåëåíèÿ âñïîìîãàòåëüíûõ ïåðåìåííûõ ptdw =
ϕwtθtd
p(w |d) âûäåëÿþòñÿ

â îòäåëüíûå óðàâíåíèÿ, è â èòåðàöèîííîì ïðîöåññå îáðàçóþò Å-øàã. ■
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PLSA, LDA: ïåðâûå è ñàìûå èçâåñòíûå òåìàòè÷åñêèå ìîäåëè

PLSA: probabilistic latent semantic analysis [Hofmann, 1999]
(âåðîÿòíîñòíûé ëàòåíòíûé ñåìàíòè÷åñêèé àíàëèç):

R(Φ,Θ) = 0

Ì-øàã � ÷àñòîòíûå îöåíêè óñëîâíûõ âåðîÿòíîñòåé:

ϕwt = norm
w

(
nwt

)
, θtd = norm

t

(
ntd

)
Thomas
Hofmann

LDA: latent Dirichlet allocation (ëàòåíòíîå ðàçìåùåíèå Äèðèõëå):

R(Φ,Θ) =
∑
t,w

βw lnϕwt +
∑
d ,t

αt ln θtd

Ì-øàã � ÷àñòîòíûå îöåíêè ñî ñìåùåíèåì βw , αt :

ϕwt = norm
w

(
nwt + βw

)
, θtd = norm

t

(
ntd + αt

)
David Blei

Hofmann T. Probabilistic latent semantic indexing. SIGIR 1999.
Blei D., Ng A., Jordan M. Latent Dirichlet Allocation. NIPS-2001. JMLR 2003.
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Ìîäèôèêàöèÿ M-øàãà, óëó÷øàþùàÿ ñõîäèìîñòü

Â ôîðìóëàõ M-øàãà âìåñòî ϕwt è θtd ìîæíî ïîäñòàâëÿòü
íåñìåù¼ííûå ÷àñòîòíûå îöåíêè (PLSA) ϕ̂wt =

nwt
nt

è θ̂td = ntd
nd
:

ϕwt = norm
w∈W

(
nwt + ϕ̂wt

∂R(Φ̂, Θ̂)

∂ϕwt

)
θtd = norm

t∈T

(
ntd + θ̂td

∂R(Φ̂, Θ̂)

∂θtd

)
Äîêàçàíî, ÷òî â ðåçóëüòàòå òàêîé ìîäèôèêàöèè

óâåëè÷èâàåòñÿ çíà÷åíèå ðåãóëÿðèçîâàííîãî ïðàâäîïîäîáèÿ

ìîíîòîííûé ðîñò ðåãóëÿðèçîâàííîãî ïðàâäîïîäîáèÿ
íà÷èíàåòñÿ áûñòðåå � êàê ïðàâèëî, ñî âòîðîé èòåðàöèè

÷åì áîëüøå τ , òåì çàìåòíåå óëó÷øåíèå ñõîäèìîñòè

íå òðåáóåòñÿ äîïîëíèòåëüíûõ çàòðàò âðåìåíè èëè ïàìÿòè

È.À.Èðõèí, Ê.Â.Âîðîíöîâ. Ñõîäèìîñòü àëãîðèòìà àääèòèâíîé ðåãóëÿðèçàöèè
òåìàòè÷åñêèõ ìîäåëåé. 2020.
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Îò áàéåñîâñêîãî âûâîäà ê àääèòèâíîé ðåãóëÿðèçàöèè

X � èñõîäíûå äàííûå, Ω = (Φ,Θ) � ïàðàìåòðû ìîäåëè

Áàéåñîâñêèé âûâîä àïîñòåðèîðíîãî ðàñïðåäåëåíèÿ p(Ω|X )
(ãðîìîçäêèé, ïðèáëèæ¼ííûé) òîëüêî ðàäè òî÷å÷íîé îöåíêè Ω:

Posterior(Ω|X , γ) = p(X |Ω)Prior(Ω|γ)∫
p(X |Ω)Prior(Ω|γ) dΩ

Ω = argmax
Ω

Posterior(Ω|X , γ)

Ìàêñèìèçàöèÿ àïîñòåðèîðíîé âåðîÿòíîñòè (MAP)
äà¼ò òî÷å÷íóþ îöåíêó Ω íàïðÿìóþ, áåç âûâîäà Posterior:

Ω = argmax
Ω

(
ln p(X |Ω) + lnPrior(Ω|γ)

)
Ìíîãîêðèòåðèàëüíàÿ àääèòèâíàÿ ðåãóëÿðèçàöèÿ (ARTM)
îáîáùàåò MAP íà ëþáûå ðåãóëÿðèçàòîðû è èõ êîìáèíàöèè:

Ω = argmax
Ω

(
ln p(X |Ω) +

∑
i=1

τiRi (Ω)
)

Jacob Su Wang. Topic Modeling: A Complete Introductory Guide, 2017.
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Ìîäóëüíûé ïîäõîä ê ñèíòåçó ìîäåëåé ñ çàäàííûìè ñâîéñòâàìè

Äëÿ ïîñòðîåíèÿ êîìïîçèòíûõ ìîäåëåé â BigARTM íå íóæíû
íè ìàòåìàòè÷åñêèå âûêëàäêè, íè ïðîãðàììèðîâàíèå ¾ñ íóëÿ¿

Ê.Â. Âîðîíöîâ (k.vorontsov@iai.msu.ru) PTM & LLM � êóðñ íà ñáëèæåíèå 43 / 90



Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Áèáëèîòåêà BigARTM

Êëþ÷åâûå âîçìîæíîñòè:

Áîëüøèå äàííûå: êîëëåêöèÿ íå õðàíèòñÿ â ïàìÿòè

Îíëàéíîâûé ïàðàëëåëüíûé ìóëüòèìîäàëüíûé ARTM

Âñòðîåííàÿ áèáëèîòåêà ðåãóëÿðèçàòîðîâ è ìåòðèê êà÷åñòâà

Ñîîáùåñòâî:

Îòêðûòûé êîä https://github.com/bigartm
(discussion group, issue tracker, pull requests)

Äîêóìåíòàöèÿ http://bigartm.org

Ëèöåíçèÿ è ñðåäà ðàçðàáîòêè:

Ñâîáîäíàÿ êîììåð÷åñêàÿ ëèöåíçèÿ (BSD 3-Clause)

Êðîññ-ïëàòôîðìåííîñòü: Windows, Linux, MacOS (32/64 bit)

Èíòåðôåéñû API: command-line, C++, and Python

K.Vorontsov, O.Frei, M.Apishev, P.Romov, M.Suvorova. BigARTM: open source
library for regularized multimodal topic modeling of large collections. 2015.
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Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ
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ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Êà÷åñòâî è ñêîðîñòü: BigARTM vs Gensim è Vowpal Wabbit

3.7M ñòàòåé Âèêèïåäèè, 100K ñëîâ: âðåìÿ min (ïåðïëåêñèÿ)

ïðîö. |T | Gensim Vowpal BigARTM BigARTM
Wabbit àñèíõðîí

1 50 142m (4945) 50m (5413) 42m (5117) 25m (5131)
1 100 287m (3969) 91m (4592) 52m (4093) 32m (4133)
1 200 637m (3241) 154m (3960) 83m (3347) 53m (3362)

2 50 89m (5056) 22m (5092) 13m (5160)
2 100 143m (4012) 29m (4107) 19m (4144)
2 200 325m (3297) 47m (3347) 28m (3380)

4 50 88m (5311) 12m (5216) 7m (5353)
4 100 104m (4338) 16m (4233) 10m (4357)
4 200 315m (3583) 26m (3520) 16m (3634)

8 50 88m (6344) 8m (5648) 5m (6220)
8 100 107m (5380) 10m (4660) 6m (5119)
8 200 288m (4263) 15m (3929) 10m (4309)

D.Kochedykov, M.Apishev, L.Golitsyn, K.Vorontsov. Fast and modular regularized
topic modelling. FRUCT ISMW, 2017.
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Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ðåãóëÿðèçàòîðû äëÿ óëó÷øåíèÿ èíòåðïðåòèðóåìîñòè òåì

background

Ñãëàæèâàíèå ôîíîâûõ òåì B ⊂ T :

R(Φ,Θ) = β0
∑
t∈B

∑
w

βw lnϕwt + α0
∑
d

∑
t∈B

αt ln θtd

sparse

Ðàçðåæèâàíèå ïðåäìåòíûõ òåì S = T \ B :
R(Φ,Θ) = −β0

∑
t∈S

∑
w

βw lnϕwt − α0
∑
d

∑
t∈S

αt ln θtd

seed words

Ñãëàæèâàíèå äëÿ âûäåëåíèÿ ðåëåâàíòíûõ òåì
ñ ïîìîùüþ ñëîâàðÿ ¾çàòðàâî÷íûõ¿ êëþ÷åâûõ ñëîâ

decorrelated

Äåêîððåëèðîâàíèå äëÿ ïîâûøåíèÿ ðàçëè÷íîñòè òåì:

R(Φ) = −τ
2

∑
t,s

∑
w

ϕwtϕws

interpretable

Ñãëàæèâàíèå + ðàçðåæèâàíèå + äåêîððåëèðîâàíèå
äëÿ óëó÷øåíèÿ èíòåðïðåòèðóåìîñòè òåì
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Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ðåãóëÿðèçàòîðû äëÿ ìóëüòèìîäàëüíûõ òåìàòè÷åñêèõ ìîäåëåé

supervised

Ìîäàëüíîñòè ìåòîê êëàññîâ èëè êàòåãîðèé äëÿ
çàäà÷ êëàññèôèêàöèè è êàòåãîðèçàöèè òåêñòîâ.

multilanguage
Ìîäàëüíîñòü ÿçûêîâ è ðåãóëÿðèçàöèÿ ñî ñëîâàð¼ì
πuwt = p(u|w , t) ïåðåâîäîâ ñ ÿçûêà k íà ℓ:

R(Φ,Π) = τ
∑

u∈W k

∑
t∈T

nut ln
∑

w∈W ℓ

πuwtϕwt

temporal

Òåìïîðàëüíûå ìîäåëè ñ ìîäàëüíîñòüþ âðåìåíè i :

R(Φ) = −τ
∑
i∈I

∑
t∈T

∣∣ϕit − ϕi−1,t
∣∣.

geospatial

Ìîäàëüíîñòü ãåîëîêàöèé g ñ áëèçîñòüþ Sgg ′ :

R(Φ) = −τ
2

∑
g ,g ′∈G

Sgg ′
∑
t∈T

n2t

(ϕgt
ng

−
ϕg ′t

ng ′

)2
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Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ðåãóëÿðèçàòîðû äëÿ ó÷¼òà âçàèìîñâÿçåé è çàâèñèìîñòåé

regression

Ëèíåéíàÿ ìîäåëü ðåãðåññèè ŷd = ⟨v , θd⟩ äîêóìåíòîâ:
R(Θ, v) = −τ

∑
d∈D

(
yd −

∑
t∈T

vtθtd

)2
Ñâÿçè ñî÷åòàåìîñòè ñëîâ (nuv � ÷àñòîòà áèòåðìà):

R(Φ) = τ
∑
u∈W

∑
v∈W

nuv ln
∑
t∈T

ntϕutϕvt

relational

Ñâÿçè èëè ññûëêè ìåæäó äîêóìåíòàìè:

R(Θ) = τ
∑

d ,c∈D
ndc

∑
t∈T

θtdθtc

hierarchy

Ñâÿçè ðîäèòåëüñêèõ òåì t ñ äî÷åðíèìè ïîäòåìàìè s:

R(Φ,Ψ) = τ
∑
t∈T

∑
w∈W

nwt ln
∑
s∈S

ϕwsψst
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Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Òåìàòè÷åñêèå ìîäåëè äèñòðèáóòèâíîé ñåìàíòèêè

Òåìàòè÷åñêàÿ ìîäåëü áèòåðìîâ (Biterm Topic Model),
nuv � ÷àñòîòà áèòåðìà (ñëîâ u, v â îáùåì êîíòåêñòå):

R(Φ) = τ
∑
u∈W

∑
v∈W

nuv ln
∑
t∈T

ϕutϕvtp(t)

Òåìàòè÷åñêàÿ ìîäåëü ñåòè ñëîâ (Word Network Topic Model),
du � ïñåâäî-äîêóìåíò, îáúåäèíåíèå âñåõ êîíòåêñòîâ ñëîâà u:

R(Φ,Θ) = τ
∑
u∈W

∑
v∈W

nuv ln
∑
t∈T

ϕwtθtdu

Ðåãóëÿðèçàòîð êîãåðåíòíîñòè:

R(Φ) = τ
∑
t∈T

p(t)
∑
u∈W

∑
v∈W

nuv
nv

nvt
nt

lnϕut

Xiaohui Yan, et al. A Biterm Topic Model for Short Texts. WWW 2013.
Yuan Zuo et al. Word Network Topic Model: a simple but general solution... 2014.
Mimno D. et al. Optimizing semantic coherence in topic models. EMNLP 2011.

Ê.Â. Âîðîíöîâ (k.vorontsov@iai.msu.ru) PTM & LLM � êóðñ íà ñáëèæåíèå 49 / 90



Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Êîãåðåíòíîñòü � ìåðà èíòåðïðåòèðóåìîñòè òåì

Êîãåðåíòíîñòü (ñîãëàñîâàííîñòü) òåìû t ïî k òîïîâûì ñëîâàì:

coht =
2

k(k − 1)

k−1∑
i=1

k∑
j=i+1

PMI(wi ,wj)

ãäå wi � i-å ñëîâî â ïîðÿäêå óáûâàíèÿ ϕwt ,

PMI(u, v) = ln Puv
PuPv

� ïîòî÷å÷íàÿ âçàèìíàÿ èíôîðìàöèÿ

(pointwise mutual information),

Puv � äîëÿ äîêóìåíòîâ, â êîòîðûõ ñëîâà u, v õîòÿ áû îäèí ðàç
âñòðå÷àþòñÿ ðÿäîì (â îäíîì ïðåäëîæåíèè èëè â îêíå 10 ñëîâ),

Pu � äîëÿ äîêóìåíòîâ, â êîòîðûõ u âñòðåòèëñÿ õîòÿ áû 1 ðàç,

Puv , Pu ìîæíî âû÷èñëÿòü ïî äðóãîé êîëëåêöèè (Âèêèïåäèè).

Êîãåðåíòíîñòü ìîäåëè = ñðåäíÿÿ êîãåðåíòíîñòü âñåõ òåì.

Newman D., Lau J.H., Grieser K., Baldwin T. Automatic evaluation of topic
coherence // Human Language Technologies, HLT-2010, Pp. 100�108.
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Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ýêñïåðèìåíò. Ñâÿçü êîãåðåíòíîñòè è èíòåðïðåòèðóåìîñòè

Èçìåðÿëàñü ðàíãîâàÿ
êîððåëÿöèÿ Ñïèðìåíà
ýêñïåðòíûõ îöåíîê
ñ êàæäîé èç 15 ìåð
èíòåðïðåòèðóåìîñòè.

PMI � ëó÷øàÿ ìåòðèêà.

Gold-standard � ñðåäíÿÿ
êîððåëÿöèÿ Ñïèðìåíà
ìåæäó îöåíêàìè
ðàçíûõ ýêñïåðòîâ.

Âûâîä: êîãåðåíòíîñòü áëèçêà ê ¾çîëîòîìó ñòàíäàðòó¿.

Newman D., Lau J.H., Grieser K., Baldwin T. Automatic evaluation of topic
coherence // Human Language Technologies, HLT-2010, Pp. 100�108.
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Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

ßçûê ïèêòîãðàìì äëÿ îïèñàíèÿ êîìáèíàöèé ìîäåëåé

Ñòðóêòóðû ìàòðè÷íûõ ðàçëîæåíèé â âåðîÿòíîñòíûõ ìîäåëÿõ:
PLSA

Ðåãóëÿðèçàòîðû � äîïîëíèòåëüíûå êðèòåðèè è îãðàíè÷åíèÿ
(â ò.÷. âçàèìîñâÿçè ìåæäó òåðìàìè, äîêóìåíòàìè, òåìàìè):

sparse background decorrelated interpretable multimodal multilanguage pseudo docs seed words

sentence sentiment q&a dialog n-gram syntax

hierarchy hierarchy hierarchy graph hypergraph word network relational

dynamic temporal segmentation n of topics regression supervised geospatial
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Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ
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Ñòðàòåãèè ðåãóëÿðèçàöèè (óïðàâëåíèå êîýôôèöèåíòàìè τi)

1. Ðåãóëÿðèçàöèÿ âåä¼ò èòåðàöèîííûé ïðîöåññ ê ìàòðè÷íîìó
ðàçëîæåíèþ ñ òðåáóåìûìè ñâîéñòâàìè, íî äà¼ò ñìåù¼ííûå
îöåíêè ìàòðèö Φ,Θ. Íà ïîñëåäíåé èòåðàöèè èìååò ñìûñë
âåðíóòüñÿ ê íåñìåù¼ííûì îöåíêàì (PLSA, R(Φ,Θ) = 0):

ϕwt = norm
w∈W

(
nwt

)
θtd = norm

t∈T

(
ntd

)
2. Êîýôôèöèåíòû ðåãóëÿðèçàöèè τi ìîæíî ìåíÿòü â èòåðàöèÿõ

3. Ðåãóëÿðèçàòîðû ìîæíî âêëþ÷àòü â îïðåäåë¼ííîì ïîðÿäêå

4. Ðåãóëÿðèçàòîðû ìîæíî îòêëþ÷àòü ïî äîñòèæåíèþ ýôôåêòà

5. Îäíè ðåãóëÿðèçàòîðû ìîãóò âûïîëíÿòü ïîäãîòîâèòåëüíóþ
ðàáîòó äëÿ ïðèìåíåíèÿ ñëåäóþùèõ ðåãóëÿðèçàòîðîâ
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Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ðàçâåäî÷íûé ïîèñê â òåõíîëîãè÷åñêèõ áëîãàõ

Öåëü: ïîèñê äîêóìåíòîâ
ïî äëèííûì òåêñòîâûì çàïðîñàì
� Habr.ru (175K äîêóìåíòîâ),
� TechCrunch.com (760K äîê.).

Ðåãóëÿðèçàòîðû: 5 10 15 20
k

0.6

0.7

0.8

0.9

1.0

Pr
ec

isi
on

@
k

hARTM
assessors
BM25
LDA

ARTM
word2vec
TF-IDF
PLSA

5 10 15 20
k

0.6

0.7

0.8

0.9

1.0

Re
ca
ll@

k

hARTM
assessors
BM25
LDA

ARTM
word2vec
TF-IDF
PLSA

L

(
PLSA

)
+R

(
hierarchy

)
+R

(
interpretable

)
+R

(
multimodal

)
+R

(
n-gram

)
→ max

Ðåçóëüòàòû:

Òî÷íîñòü è ïîëíîòà 93%, ïðåâîñõîäèò àñåññîðîâ è äðóãèå
ìåòîäû (tf-idf, BM25, word2vec, PLSA, LDA, ARTM).

Óâåëè÷èëàñü îïòèìàëüíàÿ ðàçìåðíîñòü âåêòîðîâ:
200 → 1400 (Habr.ru), 475 → 2800 (TechCrunch.com).

À.ßíèíà. Òåìàòè÷åñêèå è íåéðîñåòåâûå ìîäåëè ÿçûêà äëÿ ðàçâåäî÷íîãî
èíôîðìàöèîííîãî ïîèñêà // äèññåðòàöèÿ ê.ô.-ì.í. ÌÔÒÈ, 2022.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ïîèñê è ðóáðèêàöèÿ íàó÷íûõ ïóáëèêàöèé íà 100 ÿçûêàõ

Öåëü: ìóëüòèÿçû÷íûé ïîèñê
è êëàññèôèêàöèÿ íàó÷íûõ
ïóáëèêàöèé ïî ðóáðèêàòîðàì

ÓÄÊ, ÃÐÍÒÈ, ÎÝÑÐ, ÂÀÊ

Ðåãóëÿðèçàòîðû:

L

(
PLSA

)
+R

(
interpretable

)
+R

(
multimodal

)
+R

(
multilanguage

)
+R

(
supervised

)
→ max

Ðåçóëüòàòû:

òî÷íîñòü ìóëüòèÿçû÷íîãî ïîèñêà 94%

ñîêðàùåíèå ìîäåëè 128 Ãá → 4.8 Ãá ïðè ðåäóêöèè ñëîâàðåé
(BPE-òîêåíèçàöèÿ) äî 11Ê òîêåíîâ íà êàæäûé ÿçûê.

Í.À.Ãåðàñèìåíêî, Ï.Ñ.Ïîòàïîâà, À.Î.ßíèíà, Ê.Â.Âîðîíöîâ. Ïðèìåíåíèå
âåðîÿòíîñòíîãî òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ â ÷åòûð¼õ çàäà÷àõ ðàçâåäî÷íîãî
èíôîðìàöèîííîãî ïîèñêà // Èíôîðìàöèîííûé áþëëåòåíü ÐÁÀ, 2022, �98, Ñ.43�48.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ïîèñê è êëàññèôèêàöèÿ ýòíî-ðåëåâàíòíûõ òåì â ñîöñåòÿõ

Öåëü: âûÿâëåíèå êàê ìîæíî áîëüøåãî
÷èñëà òåì î íàöèîíàëüíîñòÿõ
è ìåæíàöèîíàëüíûõ îòíîøåíèÿõ
(çàòðàâêà � ñëîâàðü 300 ýòíîíèìîâ).

Ðåãóëÿðèçàòîðû:

L

(
PLSA

)
+ R

(
seed words

)
+ R

(
interpretable

)
+ R

(
multimodal

)
+ R

(
temporal

)
+ R

(
geospatial

)
+ R

(
sentiment

)
→ max

Ðåçóëüòàòû: ÷èñëî ðåëåâàíòíûõ òåì: 45 (LDA) → 83 (ARTM).

M.Apishev, S.Koltcov, O.Koltsova, S.Nikolenko, K.Vorontsov. Additive regularization
for topic modeling in sociological studies of user-generated text content. MICAI, 2016.

�, �, �, �, �. Mining ethnic content online with additively regularized topic models. 2016.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ïîèñê îáñóæäåíèé áîëåçíåé â ñîöèàëüíûõ ñåòÿõ

Öåëü: ¾ïîèñê è êëàññèôèêàöèÿ èãîëîê
â ñòîãå ñåíà¿ � ñîîáùåíèé â Twitter
î áîëåçíÿõ, ñèìïòîìàõ, ñïîñîáàõ
ëå÷åíèÿ, ïîáî÷íûõ ýôôåêòàõ

Ðåãóëÿðèçàòîðû:

L

(
PLSA

)
+ R

(
seed words

)
+ R

(
interpretable

)
+ R

(
multimodal

)
+

+ R

(
hierarchy

)
+ R

(
temporal

)
+ R

(
geospatial

)
→ max

Ìîäåëü ATAM (Ailment Topic Aspect Model) ïîõîæà íà ïîèñê
ýòíî-ðåëåâàíòíûõ òåì è ëåãêî ðåàëèçóåìà â BigARTM

M.J.Paul, M.Dredze. Discovering Health Topics in Social Media Using Topic Models, 2014
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Âûÿâëåíèå òðåíäîâ â êîëëåêöèè íàó÷íûõ ïóáëèêàöèé

Öåëü: ðàííåå îáíàðóæåíèå òðåíäîâûõ
òåì ñ íà÷àëüíûì ýêñïîíåíöèàëüíûì
ðîñòîì â îáëàñòè AI/ML 2009�2021 ãã.

Ðåãóëÿðèçàòîðû:

L

(
PLSA

)
+R

(
interpretable

)
+R

(
dynamic

)
+R

(
multimodal

)
+R

(
n-gram

)
→ max

Ðåçóëüòàòû:

âûäåëåíèå 90 èç 91 òðåíäà â îáëàñòè ìàøèííîãî îáó÷åíèÿ

63% òåì âûäåëÿåòñÿ çà ãîä, 79% çà äâà ãîäà

Í.Ãåðàñèìåíêî, À.×åðíÿâñêèé, Ì.Íèêèôîðîâà, Ì.Íèêèòèí, Ê.Âîðîíöîâ.

Èíêðåìåíòàëüíîå îáó÷åíèå òåìàòè÷åñêèõ ìîäåëåé äëÿ ïîèñêà òðåíäîâûõ òåì
â íàó÷íûõ ïóáëèêàöèÿõ. Äîêëàäû ÐÀÍ, 2022.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Âûÿâëåíèå äèíàìèêè òåì â íîâîñòíûõ ïîòîêàõ

Öåëü: âûäåëåíèå òåì â êîëëåêöèè
ïðåññ-ðåëèçîâ ÌÈÄîâ 4õ ñòðàí,
ñ ïðèâÿçêîé êî âðåìåíè.

Ðåãóëÿðèçàòîðû: 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012
0

0.005

0.01

0.015

0.02

0.025

p
(y

|t
)

student   
cultural   
university   
educational   
youth   
award   
fulbright   
education   
alumnus   
study

woman   
girl   
hiv   
pepfar   
gender   
health   
mother   
hiv/aids   
treatment   
award

rice   
condoleezza   
stanford   
piano   
football   
jefferson   
downer   
music   
rumsfeld   
chappell

L

(
PLSA

)
+ R

(
interpretable

)
+ R

(
temporal

)
+ R

(
multimodal

)
+ R

(
n-gram

)
+ R

(
multilanguage

)
→ max

Ðåçóëüòàòû:

ðàçäåëåíèå òåì íà ñîáûòèéíûå è ïåðìàíåíòíûå

êîãåðåíòíîñòü òåì: 5.5 → 6.5

Í.Äîéêîâ. Àäàïòèâíàÿ ðåãóëÿðèçàöèÿ âåðîÿòíîñòíûõ òåìàòè÷åñêèõ ìîäåëåé.
ÂÊÐ áàêàëàâðà, ÂÌÊ ÌÃÓ, 2015.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Âûäåëåíèå ïîëÿðèçîâàííûõ ìíåíèé â ïîëèòè÷åñêèõ íîâîñòÿõ

Öåëü: íàéòè ïðèçíàêè, ïî êîòîðûì
ñîáûòèéíàÿ òåìà ðàçäåëÿåòñÿ
íà êëàñòåðû-ìíåíèÿ

Ðåãóëÿðèçàòîðû:

L

(
PLSA

)
+R

(
interpretable

)
+R

(
multimodal

)
+R

(
n-gram

)
+R

(
syntax

)
→ max

Ðåçóëüòàòû:

âûäåëåíèå ìíåíèé âíóòðè òåì: F1-ìåðà = 0.86%
ñîâìåñòíîå èñïîëüçîâàíèå òð¼õ ìîäàëüíîñòåé:

SPO � ôàêòû êàê òðèïëåòû ¾ñóáúåêò�ïðåäèêàò�îáúåêò¿

FR � ñåìàíòè÷åñêèå ðîëè ñëîâ ïî Ôèëëìîðó

Sent � òîíàëüíîñòè èìåíîâàííûõ ñóùíîñòåé

D.Feldman, T.Sadekova, K.Vorontsov. Combining facts, semantic roles and sentiment
lexicon in a generative model for opinion mining. Dialogue 2020.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Âûÿâëåíèå íàìåðåíèé êëèåíòîâ äëÿ ïîñòðîåíèÿ ÷àò-áîòîâ

Öåëü: âûÿâèòü òåìàòèêó è èíòåíòû
(íàìåðåíèÿ) êëèåíòîâ ïî êîëëåêöèè
îáðàùåíèé â êîíòàêòíûé öåíòð.
Ïîñòðîèòü ðóáðèêàòîð èíòåíòîâ äëÿ
ïîñëåäóþùåé ðàçìåòêè äèàëîãîâ.

Ðåãóëÿðèçàòîðû:

L

(
PLSA

)
+ R

(
interpretable

)
+ R

(
hierarchy

)
+ R

(
segmentation

)
+ R

(
multimodal

)
+ R

(
n-gram

)
+ R

(
syntax

)
→ max

Ðåçóëüòàòû: òî÷íîñòü êëàññèôèêàöèè èíòåíòîâ 60% → 66%.

A.Popov, V.Bulatov, D.Polyudova, E.Veselova. Unsupervised dialogue intent detection
via hierarchical topic model. RANLP, 2019.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Òåìàòè÷åñêàÿ ìîäåëü áàíêîâñêèõ òðàíçàêöèîííûõ äàííûõ

Öåëü: Âûÿâëåíèå ïàòòåðíîâ
ïîòðåáèòåëüñêîãî ïîâåäåíèÿ
êëèåíòîâ áàíêà, ïðè÷¼ì

äîêóìåíòû → êëèåíòû,

ñëîâà → MCC-êîäû ïðîäàâöîâ.

Ðåãóëÿðèçàòîðû:

L

(
PLSA

)
+ R

(
interpretable

)
+ R

(
multimodal

)
+ R

(
supervised

)
→ max

Ðåçóëüòàòû:

òåìû � ïàòòåðíû ïîòðåáèòåëüñêîãî ïîâåäåíèÿ

ïðåäñêàçàíèå ïîëà, âîçðàñòà, äîñòàòêà êëèåíòîâ

E.Egorov, F.Nikitin, A.Goncharov, V.Alekseev, K.Vorontsov. Topic modelling for
extracting behavioral patterns from transactions data. 2019.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Îáðàáîòêà ïîñëåäîâàòåëüíîñòåé íóêëåîòèäîâ èëè àìèíîêèñëîò

Öåëü: ïîèñê ìîòèâîâ è ïðåäñêàçàíèå
ôóíêöèé ïî íóêëåîòèäíûì èëè
àìèíîêèñëîòíûì ïîñëåäîâàòåëüíîñòÿì.

Ðåãóëÿðèçàòîðû (ãèïîòåçà):

L

(
PLSA

)
+ R

(
seed words

)
+ R

(
interpretable

)
+

+ R

(
multimodal

)
+ R

(
hierarchy

)
+ R

(
n-gram

)
+ R

(
segmentation

)
→ max

Òàêàÿ ìîäåëü ëåãêî ðåàëèçóåìà â BigARTM.

J.B.Gutierrez, K.Nakai. A study on the application of topic models to motif �nding
algorithms. 2016.

Lin Liu, Lin Tang, Libo He, Shaowen Yao, Wei Zhou. Predicting protein function via
multi-label supervised topic model on gene ontology. 2017.

Lin Liu, Lin Tang, Xin Jin, Wei Zhou. A multi-label supervised topic model
conditioned on arbitrary features for gene function prediction. 2019

Ê.Â. Âîðîíöîâ (k.vorontsov@iai.msu.ru) PTM & LLM � êóðñ íà ñáëèæåíèå 63 / 90



Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

ëåììà î ìàêñèìèçàöèè íà åäèíè÷íûõ ñèìïëåêñàõ
òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè
ïðàêòè÷åñêèå çàäà÷è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ

Ôóíêöèîíàëüíàÿ àííîòàöèÿ ãåíîìà ÷åëîâåêà

Öåëü: ïðîãíîç òêàíåñïåöèôè÷åñêèõ
ôóíêöèé íåêîäèðóþùèõ ãåíåòè÷åñêèõ
âàðèàíòîâ äëÿ êàæäîé ïîçèöèè
â ãåíîìå ÷åëîâåêà â 127 ðàçëè÷íûõ
òêàíÿõ è òèïàõ êëåòîê.

Ðåãóëÿðèçàòîðû (ãèïîòåçà):

L

(
PLSA

)
+ R

(
supervised

)
+

+R

(
interpretable

)
+R

(
multimodal

)
+R

(
hierarchy

)
+R

(
n-gram

)
→ max

Òàêàÿ ìîäåëü ëåãêî ðåàëèçóåìà â BigARTM.

D.Backenroth et al. FUN-LDA: a latent Dirichlet allocation model for predicting
tissue-speci�c functional e�ects of noncoding variation: methods and applications. 2018
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
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¾Make PTM Great Again¿ � ïî÷åìó ýòî ðàçóìíàÿ öåëü

Ïî÷åìó ðàíî îòêàçûâàòüñÿ îò PTM, êîãäà âîêðóã LLM

ðàçâåäî÷íûé òåìàòè÷åñêèé àíàëèç è ôèëüòðàöèÿ òåì
ïî-ïðåæíåìó íóæíû â ñîöèîãóìàíèòàðíûõ èññëåäîâàíèÿõ,
íàó÷íîì ïîèñêå, àíàëèçå òðåíäîâ, ñîöèàëüíûõ ñåòåé
PTM ðåøàþò óçêèé êëàññ çàäà÷ ëó÷øå è áûñòðåå, ÷åì LLM
áëàãîäàðÿ èíòåðïðåòèðóåìîñòè, ïðîñòîòå è ïîëíîòå
PTM � ýòî ìÿãêàÿ êëàñòåðèçàöèÿ çà ëèíåéíîå âðåìÿ

Êàê íàâîäèòü ìîñò ÷åðåç ïðîïàñòü ìåæäó PTM è LLM

óøëè îò áàéåñîâñêîãî âûâîäà ê êîìáèíèðîâàíèþ ìîäåëåé
óõîäèì îò ¾ìåøêà ñëîâ¿ ê êîíòåêñòíîìó âíèìàíèþ
ïåðåõîäèì îò äîêóìåíòîâ ê ëîêàëüíûì êîíòåêñòàì ñëîâ
áóäåì: óñòðàíÿòü íåäîñòàòêè èíòåðïðåòèðóåìîñòè òåì,
ãåíåðèðîâàòü çàãîëîâêè è àííîòàöèè òåì ñ ïîìîùüþ LLM,
ïàðàìåòðèçîâàòü êîíòåêñòíîå âíèìàíèå â ñòèëå LLM.
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Íàó÷íûå òðåíäû: PTM, LLM è ñìåæíûå ñ íèìè

Äèíàìèêà öèòèðîâàíèÿ (ïî äàííûì Google Scholar):
Topic Modeling è ñìåæíûå îáëàñòè èññëåäîâàíèé:

Matrix Factorization NNMF Topic Model PLSA LDA Text Categorization

Text Classification Word Embedding word2vec LSTM NTM LLM GPT
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Rob Churchill, Lisa Singh. The Evolution of Topic Modeling. November, 2022.
He Zhao et al. Topic Modelling Meets Deep Neural Networks: A Survey. 2021
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Ìîòèâàöèè: ÷òî õîòèì îò PTMs ãëÿäÿ íà LLM (BERT, GPT)

âìåñòî ¾ìåøêà ñëîâ¿ � ïîñëåäîâàòåëüíîñòü w1, . . . ,wn

âìåñòî äîêóìåíòîâ � ëîêàëüíûå êîíòåêñòû ñëîâ

õîòèì: îïðåäåëÿòü òåìàòèêó ëþáîãî ôðàãìåíòà òåêñòà,

áûñòðî íàõîäèòü ôðàãìåíòû, îòíîñÿùèåñÿ ê äàííîé òåìå,

â òîì ÷èñëå ôðàçû äëÿ ñóììàðèçàöèè äîêóìåíòà èëè òåìû,

ðàçäåëÿòü äîêóìåíò íà òåìàòè÷åñêè îäíîðîäíûå ñåãìåíòû,

âèçóàëèçèðîâàòü òåìàòè÷åñêóþ ñòðóêòóðó äîêóìåíòà.
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Êîíòåêñòíàÿ òåìàòè÷åñêàÿ ìîäåëü Attentive ARTM

Äàíî: êîëëåêöèÿ òåêñòîâûõ äîêóìåíòîâ, w1, . . . ,wn

Ci ⊂ {1, . . . , n} � ëîêàëüíûé êîíòåêñò (îêðóæåíèå) òåðìà wi

αci � êîýôôèöèåíò âíèìàíèÿ, âåñ òåðìà wc â êîíòåêñòå Ci

Íàéòè: ϕtw = p(t|w) � ïàðàìåòðû òåìàòè÷åñêîé ìîäåëè

p(w |Ci ) =
∑
t∈T

p(w |t)p(t|Ci ) =
∑
t∈T

p(t|w)
p(w)

p(t)
p(t|Ci )

p(t|Ci ) ≡ θti =
∑
c∈Ci

αcip(t|wc),
∑
c∈Ci

αci = 1, αci ⩾ 0

Êðèòåðèé: ìàêñèìóì log ïðàâäîïîäîáèÿ ñ ðåãóëÿðèçàòîðîì R :

n∑
i=1

ln
∑
t∈T

ϕtwi

p(wi )

p(t)

∑
c∈Ci

αciϕtwc + R(Φ) → max
Φ
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EM-àëãîðèòì äëÿ ìîäåëè Attentive ARTM

EM-àëãîðèòì: ìåòîä ïðîñòîé èòåðàöèè äëÿ ñèñòåìû óðàâíåíèé

pti ≡ p(t|Ci ,wi ) = norm
t∈T

(
ϕtwi θti/p(t)

)
θti =

∑
c∈Ci

αciϕtwc

Ntw =
n∑

i=1
qwi

pti
θti

qwi =
∑
c∈Ci

αci [wc =w ]

ϕtw = norm
t∈T

(
ntw+ϕtwNtw+ϕtw

∂R

∂ϕtw

)
ntw =

n∑
i=1

pti [wi =w ]

Èíòåðïðåòàöèÿ âñïîìîãàòåëüíûõ ïåðåìåííûõ:
ntw � ñêîëüêî ðàç òåðì w îòíîñèòñÿ ê òåìå t â êîëëåêöèè
qwi � ñóììàðíûé âåñ âñåõ âõîæäåíèé òåðìà w â êîíòåêñò Ci

Ntw � ñóììàðíûé âåñ òåðìà w â êîíòåêñòàõ òåìû t

p(t) = nt
n = 1

n

n∑
i=1

pti � ¾ìàññîâàÿ¿ äîëÿ òåìû t â êîëëåêöèè
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Ðåãóëÿðèçèðóþùåå âîçäåéñòâèå ëîêàëüíîãî êîíòåêñòà

Äîáàâêà Ntw ïîõîæà íà ðåãóëÿðèçàòîð R0 ò. ÷.
∂R0
∂ϕtw

= Ntw ,
ìîæíî äîìíîæèòü íà τ , ïîëàãàÿ ïî óìîë÷àíèþ τ = 0

Ntw óâåëè÷èâàåò ϕtw = p(t|w), åñëè w ÷àñòî âñòðå÷àåòñÿ
â ëîêàëüíûõ êîíòåêñòàõ Ci , ãäå öåíòðàëüíûé òåðì wi

îòíîñèòñÿ ê òåìå t ñ áîëüøîé âåðîÿòíîñòüþ:

Ntw =
n∑

i=1

qwi
pti
θti

=
n∑

i=1

qwi
p(t|Ci ,wi )

p(t|Ci )
=

n∑
i=1

qwi
p(wi |t)
p(wi |Ci )

Ntw ïîõîæà íà äèñòðèáóòèâíûå ìîäåëè ÿçûêà òèïà word2vec,
èõ òåìàòè÷åñêèå àíàëîãè BitermTM, WordTM, WordNetworkTM,
ðåãóëÿðèçàòîðû êîãåðåíòíîñòè, ñáëèæàþùèå ϕtw áëèçêèõ ñëîâ

Ntw ïîâûøàåò êîãåðåíòíîñòü ⇒ èíòåðïðåòèðóåìîñòü òåì

Ntw âû÷èñëÿåòñÿ çà O(k2|T |), ãäå k � äëèíà êîíòåêñòà,
ïðè ýòîì îñòàëüíûå îïåðàöèè ñ äîêóìåíòîì çàíèìàþò O(k |T |)
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×àñòíûé ñëó÷àé: êîíòåêñò ðàâåí äîêóìåíòó, ¾ìåøîê ñëîâ¿

Id =
[
i begd , . . . , i endd

]
� òåðìû äîêóìåíòà d â ñêâîçíîé íóìåðàöèè

Ci = Id ⇔ i ∈ Id � ëîêàëüíûé êîíòåêñò = âåñü äîêóìåíò
αci =

1
nd
[c ∈ Id ] � âíèìàíèå ðàâíîìåðíî ïî äîêóìåíòó

Òîãäà θti = θtd , qwi =
ndw
nd

= p̂(w |d) � íå çàâèñÿò îò i ,
Ntw = nw � íå çàâèñèò îò t, ϕ∗twNtw = ntw

ptdw = norm
t∈T

(
ϕtwθtd/p(t)

)
; θtd =

∑
w∈d

ndw
nd

ϕtw ;

ϕtw = norm
t∈T

(
2ntw + ϕtw

∂R

∂ϕtw

)
; ntw =

∑
d∈D

ndwptdw ;

p(t) =
∑

w∈W

ndw
n

ptdw .

È.À.Èðõèí, Â.Ã.Áóëàòîâ, Ê.Â.Âîðîíöîâ. Àääèòèâíàÿ ðåãóëÿðèçàöèÿ òåìàòè÷åñêèõ
ìîäåëåé ñ áûñòðîé âåêòîðèçàöèåé òåêñòà, 2020.
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Ýêñïåðèìåíò. Ïðîâåðêà ìîäèôèöèðîâàííîãî EM-àëãîðèòìà

Êîëëåêöèÿ NIPS, |T | = 50, ìîäåëè:

TARTM (Θless ARTM) � ìîäèôèöèðîâàííûé EM-àëãîðèòì

naive TARTM � îäíà èòåðàöèÿ îáû÷íîãî EM-àëãîðèòìà
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TARTM î÷èùàåò òåìû îò îáùåóïîòðåáèòåëüíûõ ñëîâ,

óëó÷øàåò ðàçðåæåííîñòü, ðàçëè÷íîñòü è êîãåðåíòíîñòü òåì

È.À.Èðõèí, Â.Ã.Áóëàòîâ, Ê.Â.Âîðîíöîâ. Àääèòèâíàÿ ðåãóëÿðèçàöèÿ òåìàòè÷åñêèõ
ìîäåëåé ñ áûñòðîé âåêòîðèçàöèåé òåêñòà, 2020.

https://github.com/ilirhin/python_artm
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Ïðîáëåìà äåôèöèòà èíòåðïðåòèðóåìîñòè è å¼ ñâÿçü ñ p(t)

Â ñëó÷àÿõ, êîãäà êîëëåêöèÿ òåìàòè÷åñêè íå ñáàëàíñèðîâàíà,
ïîÿâëÿþòñÿ ìóñîðíûå òåìû è òåìû-äóáëèêàòû

Ïðè÷èíà: ÅÌ ñòðåìèòñÿ ðàâíîìåðíî ðàñïðåäåëèòü p(t)

Òåìà � êëàñòåð ñ öåíòðîì p(w |t) è òî÷êàìè p(w |t, d), d ∈ D
(A) òÿæ¼ëûå êëàñòåðû ðàçáèâàþòñÿ íà òåìû-äóáëèêàòû
(C) ë¼ãêèå êëàñòåðû ñëèâàþòñÿ â ðàçíîðîäíûå ìóñîðíûå òåìû

×òî äåëàòü: äåòåêòèðîâàòü äóáëèêàòû è ìóñîðíûå òåìû;
ïîñëå ñëèÿíèé è ðàçäåëåíèé ïîääåðæèâàòü öåëåâîå p(t)
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Êàê áûñòðî âû÷èñëÿòü âçâåøåííûå ñðåäíèå ïî êîíòåêñòó

Äâà ïðîõîäà ïî òåêñòó � ¾ñëåâà íàïðàâî¿ è ¾ñïðàâà íàëåâî¿
äëÿ âû÷èñëåíèÿ ýêñïîíåíöèàëüíûõ ñêîëüçÿùèõ ñðåäíèõ (ÝÑÑ):

�
p(t|i) = �

γ i p(t|wi ) + (1− �
γ i )

�
p(t|i−1), i = 1, . . . , n,

�
γ 1 = 1

�
p(t|i) = �

γ i p(t|wi ) + (1− �
γ i )

�
p(t|i+1), i = n, . . . , 1,

�
γ n = 1

ãäå
�
γ i ,

�
γ i � êîýôôèöèåíòû ñãëàæèâàíèÿ â ïîçèöèè i

Îñíîâíîå ñâîéñòâî: åñëè γi = γ, òî αci = γ(1− γ)|i−c|

Íåñêîëüêî ñîîáðàæåíèé, êàê ðàñïîðÿæàòüñÿ âûáîðîì
�
γ i ,

�
γ i :

γi ≈ 1
h , ãäå h � øèðèíà îêíà, ðàçìåð êîíòåêñòà

γi = 1, åñëè íàäî çàáûòü êîíòåêñò, ñìåíèòü äîêóìåíò

γi = 0, åñëè íàäî ïðîèãíîðèðîâàòü òåðì

γi ìîæíî óìíîæàòü íà îöåíêó âàæíîñòè òåðìà
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Èñïîëüçîâàíèå äâóíàïðàâëåííûõ âåêòîðîâ êîíòåêñòà

×åðåç äâóíàïðàâëåííûå òåìàòè÷åñêèå âåêòîðû îïðåäåëÿåòñÿ:
�
p(t|i) � òåìàòèêà ëåâîãî êîíòåêñòà òåðìà wi
�
p(t|i) � òåìàòèêà ïðàâîãî êîíòåêñòà òåðìà wi
1
2

(�
p(t|i) + �

p(t|i)
)
� òåìàòèêà äâóñòîðîííåãî êîíòåêñòà wi

p(t|i . . . j) = 1
2

(�
p(t|i) + �

p(t|j)
)
� òåìàòèêà ñåãìåíòà [i . . . j ]

�
p(t|i) ≈ �

p(t|j) � îäíîðîäíîñòü òåìàòèêè ñåãìåíòà [i . . . j ]

maxi
∥∥�
p(t|i)− �

p(t|i)
∥∥ � ãðàíèöà i ìåæäó ñåãìåíòàìè

ïðè ðàçëè÷íûõ γi � êîðîòêèå è äëèííûå êîíòåêñòû

Àíàëîãèÿ ñ ìîäåëÿìè ÿçûêà GCNN, Attention, Transformer
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

EM-àëãîðèòì äëÿ ìîäåëè Attentive ARTM

Âõîä: òåêñòîâàÿ êîëëåêöèÿ, ÷èñëî òåì |T |, ïàðàìåòðû K , L;
Âûõîä: ìàòðèöà Φ, âåêòîðû òåðìîâ äîêóìåíòîâ pti , t ∈ T , i = 1, . . . , n;

èíèöèàëèçàöèÿ ϕtw ; nt := 1 äëÿ âñåõ w ∈ W , t ∈ T ;
äëÿ âñåõ èòåðàöèé k = 1 . .K (ïðîõîäîâ ïî âñåé êîëëåêöèè)

èíèöèàëèçàöèÿ (ntw ,Ntw , ñt) := 0 äëÿ âñåõ w ∈ W , t ∈ T ;
äëÿ âñåõ äîêóìåíòîâ d ∈ D

pti := ϕtwi äëÿ âñåõ t ∈ T , i ∈ Id ;
äëÿ âñåõ l = 1 . . L (àíàëîã L áëîêîâ âíèìàíèÿ â òðàíñôîðìåðå)

θti := Attn
(
pti : t∈T , i ∈ Id

)
;

pti := norm
t∈T

(
ptiθti/nt

)
äëÿ âñåõ t ∈ T , i ∈ Id ;

qwi := Attn
(
[wi =w ] : w ∈d , i ∈ Id

)
;

Ntw := Ntw + qwipti/θti äëÿ âñåõ t ∈ T , w ∈ d , i ∈ Id ;
ntwi := ntwi + pti ; ñt := ñt + pti äëÿ âñåõ t ∈ T , i ∈ Id ;

ϕtw := norm
t∈T

(
ntw + ntw

nw
Ntw + ntw

nw

∂R
∂ϕtw

∣∣
ϕtw=

ntw
nw

)
äëÿ âñåõ t ∈ T , w ∈ W ;

nt := ñt äëÿ âñåõ t ∈ T ;

yhi := Attn
(
xhi : h∈H, i ∈ Id

)
îçíà÷àåò yhi :=

∑
c∈Ci

αcixhc
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Ìîäåëü âíèìàíèÿ (self-attention) Query�Key�Value

Âõîäíûå âåêòîðû ñëîâ (ýìáåäèíãè)
X = (x1, . . . , xn) ∈ RT

òðàíñôîðìèðóþòñÿ â âåêòîðû ñëîâ,
çàâèñÿùèå îò êîíòåêñòîâ Ci :

H = (h1, . . . , hn) ∈ Rd

Ìîäåëü âíèìàíèÿ (self-attention):

hi =
∑
c∈Ci

Wvxc SoftMax
c∈Ci

⟨Wkxc ,Wqxi ⟩

Wvxc � âåêòîð-çíà÷åíèå (value)
Wkxc � âåêòîð-êëþ÷ (key)
Wqxi � âåêòîð-çàïðîñ (query)

Wq,Wk ,Wv � îáó÷àåìûå ïàðàìåòðû

A.Vaswani et al. Attention is all you need. 2017.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Àíàëîãèÿ Attentive ARTM ñ ìîäåëüþ ñàìî-âíèìàíèÿ

Êîíòåêñòíûé òåìàòè÷åñêèé âåêòîð íà âûõîäå E-øàãà:

p(t|Ci ,wi ) ≡ pti = norm
t∈T

( ∑
c∈Ci

ϕtwcαci
1

p(t)ϕtwi

)
Êîíòåêñòíûé âåêòîð íà âûõîäå ìîäåëè ñàìî-âíèìàíèÿ:

hi =
∑
c∈Ci

Wvxc αci =
∑
c∈Ci

Wvxc SoftMax
c∈Ci

⟨Wkxc ,Wqxi ⟩

Ñõîäñòâî:

âåêòîð òåðìà wi òðàíñôîðìèðóåòñÿ â êîíòåêñòíûé âåêòîð
ïóò¼ì óñðåäíåíèÿ âåêòîðîâ ϕwc èç êîíòåêñòà òåðìà wi ,
íàèáîëåå (ñåìàíòè÷åñêè) ñõîæèõ ñ âåêòîðîì òåðìà wi

Îòëè÷èÿ ëîêàëèçîâàííîãî Å-øàãà:

àäàìàðîâî óìíîæåíèå âåêòîðà ϕwc íà âåêòîð-ôèëüòð ϕwi

íåò îáó÷àåìûõ ìàòðèö Wq,Wk ,Wv êàê ó ìîäåëè âíèìàíèÿ
ïðîåöèðîâàíèå èòîãîâîãî âåêòîðà íà åäèíè÷íûé ñèìïëåêñ
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Àíàëîãèÿ ëîêàëèçîâàííîãî Å-øàãà ñ ìîäåëüþ òðàíñôîðìåðà

Îäèí ïðîõîä äîêóìåíòà àíàëîãè÷åí ìîäåëè âíèìàíèÿ:

� äëÿ êàæäîãî d ∈ D, äëÿ êàæäîé ïîçèöèè i = 1, . . . , nd
âû÷èñëÿþòñÿ 5 òåìàòè÷åñêèõ âåêòîðîâ, ñâÿçàííûõ ñ òåðìîì wi :

ϕtwi = p(t|wi ) � áåñêîíòåêñòíûé âåêòîð òåðìà
�
p(t|i), �

p(t|i) � âåêòîðû ëåâîãî è ïðàâîãî êîíòåêñòà

θti = β
�
p(t|i) + (1− β)

�
p(t|i) � âåê. äâóñòîðîííåãî êîíòåêñòà

pti = normt

(
ϕwi tθti

)
� êîíòåêñòíûé âåêòîð òåðìà p(t|Ci ,wi )

Íåñêîëüêî òàêèõ ïðîõîäîâ àíàëîãè÷íû òðàíñôîðìåðó:

êîíòåêñòíûé âåêòîð òåðìà pti = p(t|Ci ,wi ) íà ñëåäóþùåì ïðîõîäå
áåð¼òñÿ âìåñòî åãî áåñêîíòåêñòíîãî âåêòîðà ϕtwi = p(t|wi )

L èòåðàöèé àíàëîãè÷íû L íåîáó÷àåìûì áëîêàì âíèìàíèÿ
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Ñâ¼ðòî÷íàÿ íåéðîñåòü GCNN (Gated Convolutional Network)

Âõîäíûå âåêòîðû ñëîâ (ýìáåäèíãè)
X = (x1, . . . , xn) ∈ RT

òðàíñôîðìèðóþòñÿ â âåêòîðû ñëîâ,
çàâèñÿùèå îò êîíòåêñòîâ Ci :

H = (h1, . . . , hn) ∈ Rd

÷åðåç àäàìàðîâî ïðîèçâåäåíèå:
hi = ai ⊗ σ(bi ), ãäå

ai =
∑
c∈Ci

Wcxc � ñâ¼ðòêà-êîíòåêñò,

bi =
∑
c∈Ci

Vcxc � ñâ¼ðòêà-ôèëüòð,

Wc , Vc � ìàòðèöû ðàçìåðà d×T ,
îáó÷àåìûå ïàðàìåòðû ìîäåëè,
σ(x) = 1

1+e−x � ôóíêöèÿ ñèãìîèäà

Yann N. Dauphin et al. Language modeling with gated convolutional networks, 2017.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Àíàëîãèÿ Attentive ARTM ñ ìîäåëüþ GCNN

Êîíòåêñòíûé òåìàòè÷åñêèé âåêòîð íà âûõîäå E-øàãà:

p(t|Ci ,wi ) ≡ pti = norm
t∈T

( ∑
c∈Ci

αciϕtwc
1

p(t)ϕtwi

)
Êîíòåêñòíûé âåêòîð íà âûõîäå ìîäåëè GCNN:

hi =
( ∑
c∈Ci

Wcxc
)
⊗ σ

( ∑
c∈Ci

Vcxc
)

Ñõîäñòâî:

âåêòîð òåðìà wi òðàíñôîðìèðóåòñÿ â êîíòåêñòíûé âåêòîð
ïóò¼ì óñðåäíåíèÿ âåêòîðîâ ϕwc åãî êîíòåêñòà,
ñåìàíòè÷åñêè ñõîæèõ ñ âåêòîðîì òåðìà wi , ôèëüòðóåìûõ
àäàìàðîâûì óìíîæåíèåì íà íåîòðèöàòåëüíûé âåêòîð

Îòëè÷èÿ ëîêàëèçîâàííîãî Å-øàãà:

íåò îáó÷àåìûõ ìàòðèö Wc ,Vc êàê ó ìîäåëè GCNN
âåêòîð-ôèëüòð ϕwi áåç óñðåäíåíèÿ ïî êîíòåêñòó Ci

ïðîåöèðîâàíèå èòîãîâîãî âåêòîðà íà åäèíè÷íûé ñèìïëåêñ
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Íåéðîñåòåâàÿ òåìàòè÷åñêàÿ ìîäåëü Contextual-Top2Vec

Âìåñòî PTM � ñóììà òåõíîëîãèé:

1 âåêòîðèçàöèÿ òîêåíîâ (Sentence-BERT)

2 âåêòîðèçàöèÿ ïðåäëîæåíèé ñêîëüçÿùèì
îêíîì â 50 òîêåíîâ (mean pooling)

3 ïîíèæåíèå ðàçìåðíîñòè âåêòîðîâ (UMAP)

4 èåðàðõè÷åñêàÿ êëàñòåðèçàöèÿ (hDbscan)
ñ àâòîìàòè÷åñêèì îïðåäåëåíèåì ÷èñëà òåì

5 èåðàðõè÷åêîå óêðóïíåíèå òåì ñëèÿíèåì ìåëêèõ êëàñòåðîâ
ñ áëèæàéøèìè ñîñåäÿìè (Top2Vec)

6 ðàçáèåíèå äîêóìåíòà íà ìîíîòåìàòè÷åñêèå ñåãìåíòû
7 p(t|d) = äîëÿ âåêòîðîâ äàííîé òåìû â äîêóìåíòå
8 èìåíîâàíèå òåì: ïîèñê ôðàç, áëèæàéøèõ ê öåíòðîèäó òåìû

Dimo Angelov. Top2vec: Distributed representations of topics. 2020.
D.Angelov, D.Inkpen. Topic modeling: contextual token embeddings are all you need. 2024.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Íåéðîñåòåâàÿ òåìàòè÷åñêàÿ ìîäåëü Contextual-Top2Vec

Äîñòîèíñòâà:

ìîäåëü BERT ïðåäîáó÷åíà ïî áîëüøèì âíåøíèì äàííûì,
ïîýòîìó êà÷åñòâî òåì íå çàâèñèò îò ðàçìåðà êîëëåêöèè

äîêóìåíò ðàçáèâàåòñÿ íà ìîíîòåìàòè÷åñêèå ñåãìåíòû

àâòîìàòè÷åñêè îïðåäåëÿåòñÿ ÷èñëî òåì (hDbscan, Top2Vec)

òåìà îïèñûâàåòñÿ ôðàçàìè, à íå îòäåëüíûìè ñëîâàìè

Íåäîñòàòêè:

ýòî ðàáîòàåò äîëãî, îñîáåííî íà áîëüøèõ êîëëåêöèÿõ

èíêðåìåíòíîå äîáàâëåíèå äîêóìåíòîâ íå ïðåäïîëàãàåòñÿ

Ñõîäñòâî ñ Attentive ARTM:

îáðàáîòêà ëîêàëüíûõ êîíòåêñòîâ ñêîëüçÿùèì îêíîì

âîçìîæíî ðàçðåæèâàòü p(t|Ci ) äî ìîíîòåìàòè÷íîñòè

Dimo Angelov. Top2vec: Distributed representations of topics. 2020.
D.Angelov, D.Inkpen. Topic modeling: contextual token embeddings are all you need. 2024.
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Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
îòêðûòûå ïðîáëåìû, âûâîäû, îáñóæäåíèå

Êîíòåêñòíàÿ äîêóìåíòíàÿ êëàñòåðèçàöèÿ (CDC)

nuw � ÷àñòîòà ñî÷åòàíèÿ ïàðû ñëîâ u,w â íåêîòîðîì îêíå

p(u|w) = nuw
nw

� êîíòåêñò ñëîâà w

H(w) = −
∑

u p(u|w) log p(u|w) � ýíòðîïèÿ êîíòåêñòà ñëîâà w

Óçêèé êîíòåêñò � êîíòåêñò ñ íèçêîé ýíòðîïèåé, àíàëîã òåìû,
ñëîâà u, íåñëó÷àéíî ÷àñòî âñòðå÷àþùèåñÿ ðÿäîì ñî ñëîâîì w

Ìåòîä CDC � Contextual Document Clustering:

1 âûäåëèòü ¾òåìàòè÷íûå¿ ñëîâà ñ óçêèìè êîíòåêñòàìè

2 êëàñòåðèçîâàòü óçêèå êîíòåêñòû (íàéòè êëàñòåðû-òåìû)

3 ðàçáèòü äîêóìåíòû íà îäíîðîäíûå ñåãìåíòû (àáçàöû)

4 îòíåñòè êàæäûé ñåãìåíò ê áëèæàéøåé òåìå

5 p(t|d) = äîëÿ ñåãìåíòîâ òåìû t â äîêóìåíòå

Vladimir Dobrynin, D.Patterson, N.Rooney. Contextual document clustering. 2004.
D.Patterson, N.Rooney, V.Dobrynin, M.Galushka. SOPHIA: A novel approach for
textual case-based reasoning. 2005.
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Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ
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Âûäåëåíèå ñëîâ, èìåþùèõ óçêèå êîíòåêñòû

Îðèãèíàëüíûé CDC: äèàïàçîí log2Nw ðàçáèâàåòñÿ íà èíòåðâàëû,
â êàæäîì èíòåðâàëå îòáèðàþòñÿ ñëîâà ñ íàèìåíüøèìè H(w):

Çàâèñèìîñòü ýíòðîïèè H(w) îò äîêóìåíòíîé ÷àñòîòû log2 Nw

Íåäîñòàòîê: èç-çà ðàçáèåíèÿ íà èíòåðâàëû çíà÷èòåëüíàÿ
÷àñòü óçêèõ êîíòåêñòîâ ïðîïóñêàåòñÿ (ïðåäâçÿòûé îòáîð)

V.Dobrynin, D.Patterson, N.Rooney. Contextual document clustering. ECIR, 2004.

Ê.Â. Âîðîíöîâ (k.vorontsov@iai.msu.ru) PTM & LLM � êóðñ íà ñáëèæåíèå 85 / 90



Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå

Îò ¾ìåøêà ñëîâ¿ ê òåìàòè÷åñêîìó âíèìàíèþ

òåìàòè÷åñêîå ìîäåëèðîâàíèå ëîêàëüíûõ êîíòåêñòîâ
àíàëîãèè ñ íåéðîñåòåâûìè ìîäåëÿìè ÿçûêà
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Âûäåëåíèå ñëîâ, èìåþùèõ óçêèå êîíòåêñòû

Çàêîí Õèïñà ⇒ çàâèñèìîñòü H(w) îò log2Nw ëîãàðèôìè÷åñêàÿ
Áîëåå àêêóðàòíûé îòáîð ëîêàëüíûõ êîíòåêñòîâ
ñ ïîìîùüþ êâàíòèëüíîé ðåãðåññèè (îòñåêàåì 5% ñíèçó).

Çàâèñèìîñòü ýíòðîïèè H(w) îò äîêóìåíòíîé ÷àñòîòû log2 Nw

V.Dobrynin, D.Patterson, N.Rooney. Contextual document clustering. ECIR, 2004.
Àëåêñåé Ãðèí÷óê. Èñïîëüçîâàíèå êîíòåêñòíîé äîêóìåíòíîé êëàñòåðèçàöèè äëÿ
óëó÷øåíèÿ êà÷åñòâà òåìàòè÷åñêèõ ìîäåëåé // ÂÊÐ áàêàëàâðà, ÌÔÒÈ. 2015.
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Èíèöèàëèçàöèÿ òåìàòè÷åñêîé ìîäåëè ñ ïîìîùüþ CDC

Çàâèñèìîñòü ïåðïëåêñèè îò ÷èñëà èòåðàöèé (êîëëåêöèÿ ÌÌÐÎ)

Àëåêñåé Ãðèí÷óê. Èñïîëüçîâàíèå êîíòåêñòíîé äîêóìåíòíîé êëàñòåðèçàöèè äëÿ
óëó÷øåíèÿ êà÷åñòâà òåìàòè÷åñêèõ ìîäåëåé // ÂÊÐ áàêàëàâðà, ÌÔÒÈ. 2015.

Ê.Â. Âîðîíöîâ (k.vorontsov@iai.msu.ru) PTM & LLM � êóðñ íà ñáëèæåíèå 87 / 90



Âåðîÿòíîñòíûå ÿçûêîâûå ìîäåëè
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Îòêðûòûå ïðîáëåìû è ñåìåéñòâî ìîäåëåé A*RTM

1 îïòèìèçèðîâàòü ñòðóêòóðó êîíòåêñòà (
�
γ i ,

�
γ i è äð.)

2 ãèïîòåçà: ìîæíî îïóñòèòü òðóäî¼ìêîå âû÷èñëåíèå Ntw

3 ãèïîòåçà: óëó÷øàåòñÿ èíòåðïðåòèðóåìîñòü òåì

4 ãèïîòåçà: óïðàâëåíèå p(t) ïîçâîëèò áàëàíñèðîâàòü òåìû

Ñåìåéñòâî ìîäåëåé A*RTM: Attentive, Apprehensive, Aware,
Adaptive, Automated, Available, Additively Regularized TM

1 ARTM: ìîäàëüíîñòè, ñâÿçè, èåðàðõèè, òðàíçàêöèè,...

2 ôîðìèðîâàíèå ¾ðàññêàçà î ñåáå¿ äëÿ êàæäîé òåìû:
ðåëåâàíòíûå ôðàçû, ôðàãìåíòû, íàçâàíèå, ñóììàðèçàöèÿ

3 ñîãëàñîâàíèå p(t|w) ñ ïðåäîáó÷åííûìè ýìáåäèíãàìè LLM

4 ââåäåíèå îáó÷àåìûõ ïàðàìåòðîâ â Attentive ARTM

5 ïðîâåðêà íàëåòó ñòàò-ãèïîòåç î ñîãëàñèè ðàñïðåäåëåíèé

6 íàñòðîéêà ãèïåðïàðàìåòðîâ â ïîòîêå äàííûõ (AutoML)
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Íåñêîëüêî ìåòîäîëîãè÷åñêèõ çàìå÷àíèé

Óäàëîñü ñäåëàòü PTM ¾òåîðèåé îäíîé ëåììû¿

Îñíîâíàÿ ëåììà ïðèìåíèìà íå òîëüêî äëÿ PTM, íî è äëÿ
� ðåëàêñàöèîííûõ ìåòîäîâ äèñêðåòíîé îïòèìèçàöèè,
� îáó÷åíèÿ ìîíîòîííûõ íåéðîííûõ ñåòåé, è äð.

Ïîëüçà îáîáùåíèÿ ìîäåëåé ïóò¼ì ïàðàìåòðèçàöèè:
� ÷òî îáùåãî ó PLSA, LDA, SWB? EM-àëãîðèòì [2012]
� ÷òî îáùåãî ó ðàçíûõ ìîäåëåé? ðåãóëÿðèçàöèÿ [2014]
� ÷òî îáùåãî ó E-øàãà è âíèìàíèÿ? ëîêàëüíîñòü [2023]

Áîëüøîå íàó÷íîå ñîîáùåñòâî ìîæåò ãîäàìè íå çàìå÷àòü
� áîëåå ïðîñòûõ è ðàöèîíàëüíûõ ìåòîäîâ ðåøåíèÿ
� î÷åâèäíûõ (çàäíèì óìîì) îáîáùåíèé

Âîðîíöîâ Ê.Â., Ïîòàïåíêî À.À. Ðåãóëÿðèçàöèÿ, ðîáàñòíîñòü è ðàçðåæåííîñòü
âåðîÿòíîñòíûõ òåìàòè÷åñêèõ ìîäåëåé. 2012.
Âîðîíöîâ Ê.Â. Àääèòèâíàÿ ðåãóëÿðèçàöèÿ òåìàòè÷åñêèõ ìîäåëåé êîëëåêöèé
òåêñòîâûõ äîêóìåíòîâ. 2014.
Vorontsov K. V. Rethinking probabilistic topic modeling from the point of view of
classical non-Bayesian regularization. 2023.
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Êíèãà â ñåðèè ¾Ó÷åáíèê ÔÏÌÈ ÌÔÒÈ¿

Çàäà÷à òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ:
¾ðàçëîæèòü ïî ïîëî÷êàì¿ êîëëåêöèþ
òåêñòîâûõ äîêóìåíòîâ, íå ÷èòàÿ èõ

Òåîðèÿ àääèòèâíîé ðåãóëÿðèçàöèè:
ïðîñòàÿ, èçÿùíàÿ è âûðàçèòåëüíàÿ
àëüòåðíàòèâà áàéåñîâñêîìó îáó÷åíèþ

Ïðàêòèêà: áèáëèîòåêà BigARTM
ñ îòêðûòûì êîäîì è ìîäóëüíûì
ïîäõîäîì ê êîìáèíèðîâàíèþ ìîäåëåé

Ïðèëîæåíèÿ: íàó÷íûé ïîèñê, àíàëèç ñîöèàëüíûõ ñåòåé
è íîâîñòíûõ ïîòîêîâ, ñîöèîãóìàíèòàðíûå èññëåäîâàíèÿ

Ïðåðåêâèçèòû: ìàòåìàòè÷åñêèé àíàëèç, ëèíåéíàÿ àëãåáðà,
òåîðèÿ âåðîÿòíîñòè, ìàøèííîå îáó÷åíèå, ÿçûê Python

Âîðîíöîâ Ê. Â. Âåðîÿòíîñòíîå òåìàòè÷åñêîå ìîäåëèðîâàíèå:
òåîðèÿ ðåãóëÿðèçàöèè ARTM è áèáëèîòåêà ñ îòêðûòûì êîäîì BigARTM.
Ìîñêâà, èçäàòåëüñòâî URSS. 2025. ISBN 978-5-9710-9933-8.
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